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1
What Is Mind Design?

John Haugeland
1996

MIND DESIGN is the endeavor to understand mind (thinking, intellect) in terms of its design (how it is
built, how it works). It amounts, therefore, to a kind of cognitive psychology. But it is oriented more
toward structure and mechanism than toward correlation or law, more toward the "how" than the "what",
than is traditional empirical psychology. An "experiment" in mind design is more often an effort to build
something and make it work, than to observe or analyze what already exists. Thus, the field of artificial
intelligence (Al), the attempt to construct intelligent artifacts, systems with minds of their own, lies at
the heart of mind design. Of course, natural intelligence, especially human intelligence, remains the final
object of investigation, the phenomenon eventually to be understood. What is distinctive is not the goal
but rather the means to it. Mind design is psychology by reverse engineering.

Though the idea of intelligent artifacts is as old as Greek mythology, and a familiar staple of fantasy
fiction, it has been taken seriously as science for scarcely two generations. And the reason is not far to
seek: pending several conceptual and technical breakthroughs, no one had a clue how to proceed. Even
as the pioneers were striking boldly into the unknown, much of what they were really up to remained
unclear, both to themselves and to others; and some still does. Accordingly, mind design has always
been an area of philosophical interest, an area in which the conceptual foundations-the very questions to
ask, and what would count as an answer—have remained unusually fluid and controversial.

The essays collected here span the history of the field since its inception (though with emphasis on more
recent developments). The authors are about evenly divided between philosophers and scientists. Yet, all
of the essays are "philosophical®, in that they address fundamental issues and basic concepts; at the same
time, nearly all are also "scientific” in that they are technically sophisticated and concerned with the
achievements and challenges of concrete empirical research.
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Several major trends and schools of thought are represented, often explicitly disputing with one another.
In their juxtaposition, therefore, not only the lay of the land, its principal peaks and valleys, but also its
current movement, its still active fault lines, can come into view.

By way of introduction, I shall try in what follows to articulate a handful of the fundamental ideas that
have made all this possible.

1 Perspectives and things

None of the present authors believes that intelligence depends on anything immaterial or supernatural,
such as a vital spirit or an immortal soul. Thus, they are all materialists in at least the minimal sense of
supposing that matter, suitably selected and arranged, suffices for intelligence. The question is: How?

It can seem incredible to suggest that mind is "nothing but™ matter in motion. Are we to imagine all
those little atoms thinking deep thoughts as they careen past one another in the thermal chaos? Or, if not
one by one, then maybe collectively, by the zillions? The answer to this puzzle is to realize that things
can be viewed from different perspectives (or described in different terms)—and, when we look
differently, what we are able to see is also different. For instance, what is a coarse weave of frayed
strands when viewed under a microscope is a shiny silk scarf seen in a store window. What is a
marvellous old clockwork in the eyes of an antique restorer is a few cents' worth of brass, seen as scrap
metal. Likewise, so the idea goes, what is mere atoms in the void from one point of view can be an
intelligent system from another.

Of course, you can't look at anything in just any way you pleaseat least, not and be right about it. A
scrap dealer couldn't see a wooden stool as a few cents' worth of brass, since it isn't brass; the
antiquarian couldn't see a brass monkey as a clockwork, since it doesn't work like a clock. Awkwardly,
however, these two points taken together seem to create a dilemma. According to the first, what
something is—coarse or fine, clockwork or scrap metal-—depends on how you look at it. But, according
to the second, how you can rightly look at something (or describe it) depends on what it is. Which
comes first, one wants to ask, seeing or being?

Clearly, there's something wrong with that question. What something is and how it can rightly be
regarded are not essentially distinct; neither comes before the other, because they are the same. The
advantage of emphasizing perspective, nevertheless, is that it highlights the



Page 3

following question: What constrains how something can rightly be regarded or described (and thus
determines what it is)? This is important, because the answer will be different for different kinds of
perspective or description—as our examples already illustrate. Sometimes, what something is is
determined by its shape or form (at the relevant level of detail); sometimes it is determined by what it's
made of; and sometimes by how it works or even just what it does. Which—if any— of these could
determine whether something is (rightly regarded or described as) intelligent?

1.1 The Turing test

In 1950, the pioneering computer scientist A. M. Turing suggested that intelligence is a matter of
behavior or behavioral capacity: whether a system has a mind, or how intelligent it is, is determined by
what it can and cannot do. Most materialist philosophers and cognitive scientists now accept this general
idea (though John Searle is an exception). Turing also proposed a pragmatic criterion or test of what a
system can do that would be sufficient to show that it is intelligent. (He did not claim that a system
would not be intelligent if it could not pass his test; only that it would be if it could.) This test, now
called the Turing test, is controversial in various ways, but remains widely respected in spirit.

Turing cast his test in terms of simulation or imitation: a nonhuman system will be deemed intelligent if
it acts so like an ordinary person in certain respects that other ordinary people can't tell (from these
actions alone) that it isn't one. But the imitation idea itself isn't the important part of Turing's proposal.
What's important is rather the specific sort of behavior that Turing chose for his test: he specified verbal
behavior. A system is surely intelligent, he said, if it can carry on an ordinary conversation like an
ordinary person (via electronic means, to avoid any influence due to appearance, tone of voice, and so
on).

This is a daring and radical simplification. There are many ways in which intelligence is manifested.
Why single out talking for special emphasis? Remember: Turing didn't suggest that talking in this way is
required to demonstrate intelligence, only that it's sufficient. So there's no worry about the test being too
hard; the only question is whether it might be too lenient. We know, for instance, that there are systems
that can regulate temperatures, generate intricate rhythms, or even fly airplanes without being, in any
serious sense, intelligent. Why couldn't the ability to carry on ordinary conversations be like that?
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Turing's answer is elegant and deep: talking is unigue among intelligent abilities because it gathers
within itself, at one remove, all others. One cannot generate rhythms or fly airplanes "about" talking, but
one certainly can talk about rhythms and flying—not to mention poetry, sports, science, cooking, love,
politics, and so on—and, if one doesn't know what one is talking about, it will soon become painfully
obvious. Talking is not merely one intelligent ability among others, but also, and essentially, the ability
to express intelligently a great many (maybe all) other intelligent abilities. And, without having those
abilities in fact, at least to some degree, one cannot talk intelligently about them. That's why Turing's
test is so compelling and powerful.

On the other hand, even if not too easy, there is nevertheless a sense in which the test does obscure
certain real difficulties. By concentrating on conversational ability, which can be exhibited entirely in
writing (say, via computer terminals), the Turing test completely ignores any issues of real-world
perception and action. Yet these turn out to be extraordinarily difficult to achieve artificially at any
plausible level of sophistication. And, what may be worse, ignoring real-time environmental interaction
distorts a system designer's assumptions about how intelligent systems are related to the world more
generally. For instance, if a system has to deal or cope with things around it, but is not continually
tracking them externally, then it will need somehow to "keep track of" or represent them internally.
Thus, neglect of perception and action can lead to an overemphasis on representation and internal
modeling.

1.2 Intentionality

"Intentionality”, said Franz Brentano (1874/1973), "is the mark of the mental." By this he meant that
everything mental has intentionality, and nothing else does (except in a derivative or second-hand way),
and, finally, that this fact is the definition of the mental. 'Intentional’ is used here in a medieval sense that
harks back to the original Latin meaning of "stretching toward" something; it is not limited to things like
plans and purposes, but applies to all kinds of mental acts. More specifically, intentionality is the
character of one thing being "of" or "about" something else, for instance by representing it, describing it,
referring to it, aiming at it, and so on. Thus, intending in the narrower modern sense (planning) is also
intentional in Brentano's broader and older sense, but much else is as well, such as believing, wanting,
remembering, imagining, fearing, and the like.
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Intentionality is peculiar and perplexing. It looks on the face of it to be a relation between two things.
My belief that Cairo is hot is intentional because it is about Cairo (and/or its being hot). That which an
intentional act or state is about (Cairo or its being hot, say) is called its intentional object. (It is this
intentional object that the intentional state "stretches toward".) Likewise, my desire for a certain shirt,
my imagining a party on a certain date, my fear of dogs in general, would be "about"—that is, have as
their intentional objects—that shirt, a party on that date, and dogs in general. Indeed, having an object in
this way is another way of explaining intentionality; and such "having" seems to be a relation, namely
between the state and its object.

But, if it's a relation, it's a relation like no other. Being-inside-of is a typical relation. Now notice this: if
it is a fact about one thing that it is inside of another, then not only that first thing, but also the second
has to exist; X cannot be inside of Y, or indeed be related to Y in any other way, if Y does not exist. This
Is true of relations quite generally; but it is not true of intentionality. | can perfectly well imagine a party
on a certain date, and also have beliefs, desires, and fears about it, even though there is (was, will be) no
such party. Of course, those beliefs would be false, and those hopes and fears unfulfilled; but they would
be intentional—be about, or "have", those objects—all the same.

It is this puzzling ability to have something as an object, whether or not that something actually exists,
that caught Brentano's attention. Brentano was no materialist: he thought that mental phenomena were
one kind of entity, and material or physical phenomena were a completely different kind. And he could
not see how any merely material or physical thing could be in fact related to another, if the latter didn't
exist; yet every mental state (belief, desire, and so on) has this possibility. So intentionality is the
definitive mark of the mental.

Daniel C. Dennett accepts Brentano's definition of the mental, but proposes a materialist way to view
intentionality. Dennett, like Turing, thinks intelligence is a matter of how a system behaves; but, unlike
Turing, he also has a worked-out account of what it is about (some) behavior that makes it intelligent-
—or, in Brentano's terms, makes it the behavior of a system with intentional (that is, mental) states. The
idea has two parts: (i) behavior should be understood not in isolation but in context and as part of a
consistent pattern of behavior (this is often called "holism™); and (ii) for some systems, a consistent
pattern of behavior in context can be construed as rational (such construing is often called
"Iinterpretation”).!
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Rationality here means: acting so as best to satisfy your goals overall, given what you know and can tell
about your situation. Subject to this constraint, we can surmise what a system wants and believes by
watching what it does—but, of course, not in isolation. From all you can tell in isolation, a single bit of
behavior might be manifesting any number of different beliefs and/or desires, or none at all. Only when
you see a consistent pattern of rational behavior, manifesting the same cognitive states and capacities
repeatedly, in various combinations, are you justified in saying that those are the states and capacities
that this system has—or even that it has any cognitive states or capacities at all. "Rationality"”, Dennett
says (1971/78, p. 19), "is the mother of intention."

This is a prime example of the above point about perspective. The constraint on whether something can
rightly be regarded as having intentional states is, according to Dennett, not its shape or what it is made
of, but rather what it does—more specifically, a consistently rational pattern in what it does. We infer
that a rabbit can tell a fox from another rabbit, always wanting to get away from the one but not the
other, from having observed it behave accordingly time and again, under various conditions. Thus, on a
given occasion, we impute to the rabbit intentional states (beliefs and desires) about a particular fox, on
the basis not only of its current behavior but also of the pattern in its behavior over time. The consistent
pattern lends both specificity and credibility to the respective individual attributions.

Dennett calls this perspective the intentional stance and the entities so regarded intentional systems. If
the stance is to have any conviction in any particular case, the pattern on which it depends had better be
broad and reliable; but it needn't be perfect. Compare a crystal: the pattern in the atomic lattice had
better be broad and reliable, if the sample is to be a crystal at all; but it needn't be perfect. Indeed, the
very idea of a flaw in a crystal is made intelligible by the regularity of the pattern around it; only insofar
as most of the lattice is regular, can particular parts be deemed flawed in determinate ways. Likewise for
the intentional stance: only because the rabbit behaves rationally almost always, could we ever say on a
particular occasion that it happened to be wrong—had mistaken another rabbit (or a bush, or a shadow)
for a fox, say. False beliefs and unfulfilled hopes are intelligible as isolated lapses in an overall
consistent pattern, like flaws in a crystal. This is how a specific intentional state can rightly be attributed,
even though its supposed intentional object doesn't exist—and thus is Dennett's answer to Brentano's
puzzle.
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1.3 Original intentionality

Many material things that aren't intentional systems are nevertheless "about™ other things—including,
sometimes, things that don't exist. Written sentences and stories, for instance, are in some sense
material; yet they are often about fictional characters and events. Even pictures and maps can represent
nonexistent scenes and places. Of course, Brentano knew this, and so does Dennett. But they can say
that this sort of intentionality is only derivative. Here's the idea: sentence inscriptions—ink marks on a
page, say—are only "about™" anything because we (or other intelligent users) mean them that way. Their
intentionality is second-hand, borrowed or derived from the intentionality that those users already have.

So, a sentence like "Santa lives at the North Pole™, or a picture of him or a map of his travels, can be
"about" Santa (who, alas, doesn't exist), but only because we can think that he lives there, and imagine
what he looks like and where he goes. It's really our intentionality that these artifacts have, second-hand,
because we use them to express it. Our intentionality itself, on the other hand, cannot be likewise
derivative: it must be original. (‘Original’, here, just means not derivative, not borrowed from
somewhere else. If there is any intentionality at all, at least some of it must be original; it can't all be
derivative.)

The problem for mind design is that artificial intelligence systems, like sentences and pictures, are also
artifacts. So it can seem that their intentionality too must always be derivative—borrowed from their
designers or users, presumably—and never original. Yet, if the project of designing and building a
system with a mind of its own is ever really to succeed, then it must be possible for an artificial system
to have genuine original intentionality, just as we do. Is that possible?

Think again about people and sentences, with their original and derivative intentionality, respectively.
What's the reason for that difference? Is it really that sentences are artifacts, whereas people are not, or
might it be something else? Here's another candidate. Sentences don't do anything with what they mean:
they never pursue goals, draw conclusions, make plans, answer questions, let alone care whether they
are right or wrong about the world—they just sit there, utterly inert and heedless. A person, by contrast,
relies on what he or she believes and wants in order to make sensible choices and act efficiently; and this
entails, in turn, an ongoing concern about whether those beliefs are really true, those goals really
beneficial, and so on. In other words, real beliefs and desires are integrally involved in a rational, active
existence,
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intelligently engaged with its environment. Maybe this active, rational engagement is more pertinent to
whether the intentionality is original or not than is any question of natural or artificial origin.

Clearly, this is what Dennett's approach implies. An intentional system, by his lights, is just one that
exhibits an appropriate pattern of consistently rational behavior—that is, active engagement with the
world. If an artificial system can be produced that behaves on its own in a rational manner, consistently
enough and in a suitable variety of circumstances (remember, it doesn't have to be flawless), then it has
original intentionality—it has a mind of its own, just as we do.

On the other hand, Dennett's account is completely silent about how, or even whether, such a system
could actually be designed and built. Intentionality, according to Dennett, depends entirely and
exclusively on a certain sort of pattern in a system's behavior; internal structure and mechanism (if any)
are quite beside the point. For scientific mind design, however, the question of how it actually works
(and so, how it could be built) is absolutely central—and that brings us to computers.

2 Computers

Computers are important to scientific mind design in two fundamentally different ways. The first is what
inspired Turing long ago, and a number of other scientists much more recently. But the second is what
really launched Al and gave it its first serious hope of success. In order to understand these respective
roles, and how they differ, it will first be necessary to grasp the notion of ‘computer' at an essential level.

2.1 Formal systems

A formal system is like a game in which tokens are manipulated according to definite rules, in order to
see what configurations can be obtained. In fact, many familiar games—among them chess, checkers, tic-
tac-toe, and go—simply are formal systems. But there are also many games that are not formal systems,
and many formal systems that are not games. Among the former are games like marbles, tiddlywinks,
billiards, and baseball; and among the latter are a number of systems studied by logicians, computer
scientists, and linguists.

This is not the place to attempt a full definition of formal systems; but three essential features can
capture the basic idea: (i) they are (as indicated above) token-manipulation systems; (ii) they are digital;
and
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(iii) they are medium independent. It will be worth a moment to spell out what each of these means.

TOKEN-MANIPULATION SYSTEMS. To say that a formal system is a token-manipulation system
Is to say that you can define it completely by specifying three things:

— (1) aset of types of formal tokens or pieces;

——(2) one or more allowable starting positions—that is, initial formal arrangements of tokens of these
types; and

——(3) a set of formal rules specifying how such formal arrangements may or must be changed into
others.

This definition is meant to imply that token-manipulation systems are entirely self-contained. In
particular, the formality of the rules is twofold: (i) they specify only the allowable next formal
arrangements of tokens, and (ii) they specify these in terms only of the current formal
arrangement—nothing else is formally relevant at all.

So take chess, for example. There are twelve types of piece, six of each color. There is only one
allowable starting position, namely one in which thirty-two pieces of those twelve types are placed in a
certain way on an eight-by-eight array of squares. The rules specifying how the positions change are
simply the rules specifying how the pieces move, disappear (get captured), or change type (get
promoted). (In chess, new pieces are never added to the position; but that's a further kind of move in
other formal games—such as go.) Finally, notice that chess is entirely self-contained: nothing is ever
relevant to what moves would be legal other than the current chess position itself.2

And every student of formal logic is familiar with at least one logical system as a token-manipulation
game. Here's one obvious way it can go (there are many others): the kinds of logical symbol are the
types, and the marks that you actually make on paper are the tokens of those types; the allowable
starting positions are sets of well-formed formulae (taken as premises); and the formal rules are the
inference rules specifying steps—that is, further formulae that you write down and add to the current
position—in formally valid inferences. The fact that this is called formal logic is, of course, no accident.

DIGITAL SYSTEMS. Digitalness is a characteristic of certain techniques (methods, devices) for
making things, and then (later) identifying what was made. A familiar example of such a technique is
writing something down and later reading it. The thing written or made is supposed to be
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of a specified type (from some set of possible types), and identifying it later is telling what type that
was. So maybe you're supposed to write down specified letters of the alphabet; and then my job is to tell,
on the basis of what you produce, which letters you were supposed to write. Then the question is: how
well can I do that? How good are the later identifications at recovering the prior specifications?

Such a technique is digital if it is positive and reliable. It is positive if the reidentification can be
absolutely perfect. A positive technique is reliable if it not only can be perfect, but almost always is.
This bears some thought. We're accustomed to the idea that nothing—at least, nothing mundane and real-
worldly—is ever quite perfect. Perfection is an ideal, never fully attainable in practice. Yet the definition
of 'digital’ requires that perfection be not only possible, but reliably achievable.

Everything turns on what counts as success. Compare two tasks, each involving a penny and an eight-
inch checkerboard. The first asks you to place the penny exactly 0.43747 inches in from the nearest edge
of the board, and 0.18761 inches from the left; the second asks you to put it somewhere in the fourth
rank (row) and the second file (column from the left). Of course, achieving the first would also achieve
the second. But the first task is strictly impossible—that is, it can never actually be achieved, but at best
approximated. The second task, on the other hand, can in fact be carried out absolutely perfectly—it's not
even hard. And the reason is easy to see: any number of slightly different actual positions would equally
well count as complete success—because the penny only has to be somewhere within the specified
square.

Chess is digital: if one player produces a chess position (or move), then the other player can reliably
identify it perfectly. Chess positions and moves are like the second task with the penny: slight
differences in the physical locations of the figurines aren't differences at all from the chess point of
view—that is, in the positions of the chess pieces. Checkers, go, and tic-tac-toe are like chess in this
way, but baseball and billiards are not. In the latter, unlike the former, arbitrarily small differences in the
exact position, velocity, smoothness, elasticity, or whatever, of some physical object can make a
significant difference to the game. Digital systems, though concrete and material, are insulated from
such physical vicissitudes.

MEDIUM INDEPENDENCE. A concrete system is medium independent if what it is does not depend
on what physical "medium" it is made of or implemented in. Of course, it has to be implemented in
something;
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and, moreover, that something has to support whatever structure or form is necessary for the kind of
system in question. But, apart from this generic prerequisite, nothing specific about the medium matters
(except, perhaps, for extraneous reasons of convenience). In this sense, only the form of a formal system
Is significant, not its matter.

Chess, for instance, is medium independent. Chess pieces can be made of wood, plastic, ivory, onyx, or
whatever you want, just as long as they are sufficiently stable (they don't melt or crawl around) and are
movable by the players. You can play chess with patterns of light on a video screen, with symbols drawn
in the sand, or even—if you're rich and eccentric enough—with fleets of helicopters operated by radio
control. But you can't play chess with live frogs (they won't sit still), shapes traced in the water (they
won't last), or mountain tops (nobody can move them). Essentially similar points can be made about
logical symbolism and all other formal systems.

By contrast, what you can light a fire, feed a family, or wire a circuit with is not medium independent,
because whether something is flammable, edible, or electrically conductive depends not just on its form
but also on what it's made of. Nor are billiards or baseball independent of their media: what the balls
(and bats and playing surfaces) are made of is quite important and carefully regulated. Billiard balls can
indeed be made either of ivory or of (certain special) plastics, but hardly of wood or onyx. And you
couldn't play billiards or baseball with helicopters or shapes in the sand to save your life. The reason is
that, unlike chess and other formal systems, in these games the details of the physical interactions of the
balls and other equipment make an important difference: how they bounce, how much friction there is,
how much energy it takes to make them go a certain distance, and so on.

2.2 Automatic formal systems

An automatic formal system is a formal system that "moves" by itself. More precisely, it is a physical
device or machine such that:

(1) some configurations of its parts or states can be regarded as the tokens and positions of some
formal system; and

(2) in its normal operation, it automatically manipulates these tokens in accord with the rules of that
system.

So it's like a set of chess pieces that hop around the board, abiding by the rules, all by themselves, or like
a magical pencil that writes out formally correct logical derivations, without the guidance of any
logician.
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Of course, this is exactly what computers are, seen from a formal perspective. But, if we are to
appreciate properly their importance for mind design, several fundamental facts and features will need
further elaboration—among them the notions of implementation and universality, algorithmic and
heuristic procedures, and digital simulation.

IMPLEMENTATION AND UNIVERSALITY. Perhaps the most basic idea of computer science is
that you can use one automatic formal system to implement another. This is what programming is.
Instead of building some special computer out of hardware, you build it out of software; that is, you
write a program for a "general purpose” computer (which you already have) that will make it act exactly
as if it were the special computer that you need. One computer so implements another when:

(1) some configurations of tokens and positions of the former can be regarded as the tokens and
positions of the latter; and

(2) as the former follows its own rules, it automatically manipulates those tokens of the latter in
accord with the latter's rules.

In general, those configurations that are being regarded as tokens and positions of the special computer
are themselves only a fraction of the tokens and positions of the general computer. The remainder
(which may be the majority) are the program. The general computer follows its own rules with regard to
all of its tokens; but the program tokens are so arranged that the net effect is to manipulate the
configurations implementing the tokens of the special computer in exactly the way required by its rules.

This is complicated to describe, never mind actually to achieve; and the question arises how often such
implementation is possible in principle. The answer is as surprising as it is consequential. In 1937, A. M.
Turing—the same Turing we met earlier in our discussion of intelligence—showed, in effect, that it is
always possible. Put somewhat more carefully, he showed that there are some computing
machineswhich he called universal machines—that can implement any welldefined automatic formal
system whatsoever, provided only that they have enough storage capacity and time. Not only that, he
showed also that universal machines can be amazingly simple; and he gave a complete design
specification for one.

Every ordinary (programmable) computer is a universal machine in Turing's sense. In other words, the
computer on your desk, given the right program and enough memory, could be made equivalent to any
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computer that is possible at all, in every respect except speed. Anything any computer can do, yours can
too, in principle. Indeed, the machine on your desk can be (and usually is) lots of computers at once.
From one point of view, it is a "hardware" computer modifying, according to strict formal rules,
complex patterns of tiny voltage tokens often called "bits". Viewed another way, it is simultaneously a
completely different system that shuffles machine-language words called "op-codes"”, "data" and
"addresses"”. And, depending on what you're up to, it may also be a word processor, a spell checker, a
macro interpreter, and/or whatever.

ALGORITHMS AND HEURISTICS. Often a specific computer is designed and built (or programed)
for a particular purpose: there will be some complicated rearrangement of tokens that it would be
valuable to bring about automatically. Typically, a designer works with facilities that can carry out
simple rearrangements easily, and the job is to find a combination of them (usually a sequence of steps)
that will collectively achieve the desired result. Now there are two basic kinds of case, depending mainly
on the character of the assigned task.

In many cases, the designer is able to implement a procedure that is guaranteed always to work—that is,
to effect the desired rearrangement, regardless of the input, in a finite amount of time. Suppose, for
instance, that the input is always a list of English words, and the desired rearrangement is to put them in
alphabetical order. There are known procedures that are guaranteed to alphabetize any given list in finite
time. Such procedures, ones that are sure to succeed in finite time, are called algorithms. Many
Important computational problems can be solved algorithmically.

But many others cannot, for theoretical or practical reasons. The task, for instance, might be to find the
optimal move in any given chess position. Technically, chess is finite; so, theoretically, it would be
possible to check every possible outcome of every possible move, and thus choose flawlessly, on the
basis of complete information. But, in fact, even if the entire planet Earth were one huge computer built
with the best current technology, it could not solve this problem even once in the life of the Solar
System. So chess by brute force is impractical. But that, obviously, does not mean that machines can't
come up with good chess moves. How do they do that?

They rely on general estimates and rules of thumb: procedures that, while not guaranteed to give the
right answer every time, are fairly reliable most of the time. Such procedures are called heuristics. In the
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case of chess, sensible heuristics involve looking ahead a few moves in various directions and then
evaluating factors like number and kind of pieces, mobility, control of the center, pawn coordination,
and so on. These are not infallible measures of the strength of chess positions; but, in combination, they
can be pretty good. This is how chess-playing computers work—and likewise many other machines that
deal with problems for which there are no known algorithmic solutions.

The possibility of heuristic procedures on computers is sometimes confusing. In one sense, every digital
computation (that does not consult a randomizer) is algorithmic; so how can any of them be heuristic?
The answer is again a matter of perspective. Whether any given procedure is algorithmic or heuristic
depends on how you describe the task. One and the same procedure can be an algorithm, when described
as counting up the number and kinds of pieces, but a mere heuristic rule of thumb, when described as
estimating the strength of a position.

This is the resolution of another common confusion as well. It is often said that computers never make
mistakes (unless there is a bug in some program or a hardware malfunction). Yet anybody who has ever
played chess against a small chess computer knows that it makes plenty of mistakes. But this is just that
same issue about how you describe the task. Even that cheap toy is executing the algorithms that
implement its heuristics flawlessly every time; seen that way, it never makes a mistake. It's just that
those heuristics aren't very sophisticated; so, seen as a chess player, the same system makes lots of
mistakes.

DIGITAL SIMULATION. One important practical application of computers isn't really token
manipulation at all, except as a means to an end. You see this in your own computer all the time. Word
processors and spreadsheets literally work with digital tokens: letters and numerals. But image
processors do not: pictures are not digital. Rather, as everybody knows, they are "digitized". That is,
they are divided up into fine enough dots and gradations that the increments are barely perceptible, and
the result looks smooth and continuous. Nevertheless, the computer can store and modify them
because—redescribed—those pixels are all just digital numerals.

The same thing can be done with dynamic systems: systems whose states interact and change in regular
ways over time. If the relevant variables and relationships are known, then time can be divided into
small intervals too, and the progress of the system computed, step by tiny step. This is called digital
simulation. The most famous real-world
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example of it is the massive effort to predict the weather by simulating the Earth's atmosphere. But
engineers and scientists—including, as we shall see, many cognitive scientists—rely on digital
simulation of nondigital systems all the time.

2.3 Computers and intelligence

Turing (1950 [chapter 2 in this volume], 442 [38]) predicted—falsely, as we now know, but not
foolishly—that by the year 2000 there would be computers that could pass his test for intelligence. This
was before any serious work, theoretical or practical, had begun on artificial intelligence at all. On what,
then, did he base his prediction? He doesn't really say (apart from an estimate—quite low—of how
much storage computers would then have). But I think we can see what moved him.

In Turing's test, the only relevant inputs and outputs are words—all of which are (among other things)
formal tokens. So the capacity of human beings that is to be matched is effectively a formal input/output
function. But Turing himself had shown, thirteen years earlier, that any formal input/output function
from a certain very broad category could be implemented in a routine universal machine, provided only
that it had enough memory and time (or speed)—and those, he thought, would be available by century's
end.

Now, this isn't really a proof, even setting aside the assumptions about size and speed, because Turing
did not (and could not) show that the human verbal input/output function fell into that broad category of
functions to which his theorem applied. But he had excellent reason to believe that any function
computable by any digital mechanism would fall into that category; and he was convinced that there is
nothing immaterial or supernatural in human beings. The only alternative remaining would seem to be
nondigital mechanisms; and those he believed could be digitally simulated.

Notice that there is nothing in this argument about how the mind might actually work—nothing about
actual mind design. There's just an assumption that there must be some (honmagical) way that it works,
and that, whatever that way is, a computer can either implement it or simulate it. In the subsequent
history of artificial intelligence, on the other hand, a number of very concrete proposals have been made
about the actual design of human (and/or other) minds. Almost all of these fall into one or the other of
two broad groups: those that take seriously the idea that the mind itself is essentially a digital computer
(of a particular sort), and those that reject that idea.
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3 GOFAI

The first approach is what | call "good old-fashioned Al", or GOFAL. (It is also sometimes called
"classical” or "symbol-manipulation” or even "language-of-thought™ Al.) Research in the GOFAI
tradition dominated the field from the mid-fifties through at least the mideighties, and for a very good
reason: it was (and still is) a well-articulated view of the mechanisms of intelligence that is both
intuitively plausible and eminently realizable. According to this view, the mind just is a computer with
certain special characteristics—namely, one with internal states and processes that can be regarded as
explicit thinking or reasoning. In order to understand the immense plausibility and power of this GOFAI
idea, we will need to see how a computer could properly be regarded in this way.

3.1 Interpreted formal systems

The idea of a formal system emerged first in mathematics, and was inspired by arithmetic and algebra.
When people solve arithmetic or algebraic problems, they manipulate tokens according to definite rules,
sort of like a game. But there is a profound difference between these tokens and, say, the pieces on a
chess board: they mean something. Numerals, for instance, represent numbers (either of specified items
or in the abstract), while arithmetic signs represent operations on or relationships among those numbers.
(Tokens that mean something in this way are often called symbols.) Chess pieces, checkers, and go
stones, by contrast, represent nothing: they are not symbols at all, but merely formal game tokens.

The rules according to which the tokens in a mathematical system may be manipulated and what those
tokens mean are closely related. A simple example will bring this out. Suppose someone is playing a
formal game with the first fifteen letters of the alphabet. The rules of this game are very restrictive:
every starting position consists of a string of letters ending in 'A’ (though not every such string is legal);
and, for each starting position, there is one and only one legal move—which is to append a particular
string of letters after the 'A' (and then the game is over). The question is: What (if anything) is going on
here?

Suppose it occurs to you that the letters might be just an oddball notation for the familiar digits and signs
of ordinary arithmetic. There are, however, over a trillion possible ways to translate fifteen letters into
fifteen digits and signs. How could you decide which—if any—is
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Eight sample games (before translation):
Starting  Legal Starting  Legal
position  move  position  move
OEO A N MMCN A ]
MIBM A G OODF A 00
HCHCH A KON IDLA M
KEKDOF A F NEN A O
First translation scheme: Sample games, by first translation:
A=1 T=06 K=+ =5=1 =+ xx3+1 00
C=3 H=8 M>x| g1g381 +=2 94-1 x
D=4 1=9 N=+|,514=61 6 2261 =
E=5 J=0 0O=-=
Second translation scheme: Sample games, by second translation:
’;‘ﬂ= ;j? f‘“’"E 9+9= 8 77-8= 44
oot o0z, Mjg 83+7= 1 9% 0= 99
oo l""’j Nﬂa 2-2-2= 598 Ixb= 2
= X = ==
9 = a+8= 9
E =+ ] =4 O=9 > +5%30 0 *
Third translation scheme: Sample games, by third translation:
L ——
A== F=0 K=3 1+1= 2 3x2= 66
-I:“:H ﬁ:g :4“"“_' 377+3= 9 1M-0= 11
- =% =8 =3 | gx8x8= 512 7-4= 13
D=- I=7 N=2l s 10= 0 242 = 1
E=+ =6 O=1|"

Table 1.1: Letter game and three different translation schemes.

the "right" way? The problem is illustrated in table 1.1. The first row gives eight sample games, each
legal according to the rules. The next three rows each give a possible translation scheme, and show how
the eight samples would come out according to that scheme.

The differences are conspicuous. The sample games as rendered by the first scheme, though consisting
of digits and arithmetic signs, look no more like real arithmetic than the letters did—they're "arithmetic
salad" at best. The second scheme, at first glance, looks better: at least the strings have the shape of
equations. But, on closer examination, construed as equations, they would all be false—wildly false. In
fact, though the signs are plausibly placed, the digits are just as randomly
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"tossed" as the first case. The third scheme, by contrast, yields strings that not only look like equations,
they are equations—they're all true. And this makes that third scheme seem much more acceptable.
Why?

Consider a related problem: translating some ancient documents in a hitherto unknown script. Clearly, if
some crank translator proposed a scheme according to which the texts came out gibberish (like the first
one in the table) we would be unimpressed. Almost as obviously, we would be unimpressed if they came
out looking like sentences, but loony ones: not just false, but scattered, silly falsehoods, unrelated to one
another or to anything else. On the other hand, if some careful, systematic scheme finds in them
detailed, sensible accounts of battles, technologies, facts of nature, or whatever, that we know about
from other sources, then we will be convinced.3 But again: why?

Translation is a species of interpretation (see p. 5 above). Instead of saying what some system thinks or
IS up to, a translator says what some strings of tokens (symbols) mean. To keep the two species distinct,
we can call the former intentional interpretation, since it attributes intentional states, and the latter
(translation) semantic interpretation, since it attributes meanings (= semantics).

Like all interpretation, translation is holistic: it is impossible to interpret a brief string completely out of
context. For instance, the legal game 'HDJ A N' happens to come out looking just as true on the second
as on the third scheme in our arithmetic example (‘2 x 4 = 8' and '8-6 = 2', respectively). But, in the case
of the second scheme, this is obviously just an isolated coincidence, whereas, in the case of the third, it
Is part of a consistent pattern. Finding meaning in a body of symbols, like finding rationality in a body
of behavior, is finding a certain kind of consistent, reliable pattern.

Well, what kind of pattern? Intentional interpretation seeks to construe a system or creature so that what
it thinks and does turns out to be consistently reasonable and sensible, given its situation. Semantic
interpretation seeks to construe a body of symbols so that what they mean ("say") turns out to be
consistently reasonable and sensible, given the situation. This is why the third schemes in both the
arithmetic and ancient-script examples are the acceptable ones: they're the ones that "make sense" of the
texts, and that's the kind of pattern that translation seeks. | don't think we will ever have a precise,
explicit definition of any phrase like "consistently reasonable and sensible, given the situation". But
surely it captures much of what we mean (and Turing meant) by intelligence, whether in action or in
expression.



Page 19
3.2 Intelligence by explicit reasoning

Needless to say, interpretation and automation can be combined. A simple calculator, for instance, is
essentially an automated version of the letter-game example, with the third interpretation. And the
system that Turing envisioned—a computer with inputs and outputs that could be understood as
coherent conversation in English—would be an interpreted automatic formal system. But it's not
GOFAI.

So far, we have considered systems the inputs and outputs of which can be interpreted. But we have paid
no attention to what goes on inside of those systems—how they get from an input to an appropriate
output. In the case of a simple calculator, there's not much to it. But imagine a system that tackles harder
problems—Iike "word problems" in an algebra or physics text, for instance. Here the challenge is not
doing the calculations, but figuring out what calculations to do. There are many possible things to try,
only one or a few of which will work.

A skilled problem solver, of course, will not try things at random, but will rely on experience and rules
of thumb for guidance about what to try next, and about how things are going so far (whether it would
be best to continue, to back-track, to start over, or even to give up). We can imagine someone muttering:
"If only I could get that, then I could nail this down; but, in order to get that, | would need such and
such. Now, let me see ... well, what if..." (and so on). Such canny, methodical exploration—neither
algorithmic nor random—is a familiar sort of articulate reasoning or thinking a problem out.

But each of those steps (conjectures, partial results, subgoals, blind alleys, and so on) is—from a formal
point of view—just another token string. As such, they could easily be intermediate states in an
interpreted automatic formal system that took a statement of the problem as input and gave a statement
of the solution as output. Should these intermediate strings themselves then be interpreted as steps in
thinking or reasoning the problem through? If two conditions are met, then the case becomes quite
compelling. First, the system had better be able to handle with comparable facility an open-ended and
varied range of problems, not just a few (the solutions to which might have been "precanned”). And, it
had better be arriving at its solutions actually via these steps. (It would be a kind of fraud if it were really
solving the problem in some other way, and then tacking on the "steps™ for show afterwards.)

GOFALI is predicated on the idea that systems can be built to solve problems by reasoning or thinking
them through in this way, and,
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moreover, that this is how people solve problems. Of course, we aren't always consciously aware of such
reasoning, especially for the countless routine problems—Ilike those involved in talking, doing chores,
and generally getting along—that we "solve" all the time. But the fact that we are not aware of it doesn't
mean that it's not going on, subconsciously or somehow "behind the scenes".

The earliest GOFAI efforts emphasized problem-solving methods, especially the design of efficient
heuristics and search procedures, for various specific classes of problems. (The article by Newell and
Simon reviews this approach.) These early systems, however, tended to be quite "narrow-minded" and
embarrassingly vulnerable to unexpected variations and oddities in the problems and information they
were given. Though they could generate quite clever solutions to complicated problems that were
carefully posed, they conspicuously lacked “common sense"—they were hopelessly ignorant—so they
were prone to amusing blunders that no ordinary person would ever make.

Later designs have therefore emphasized broad, common-sense knowledge. Of course, problem-solving
heuristics and search techniques are still essential; but, as research problems, these were overshadowed
by the difficulties of large-scale "knowledge representation”. The biggest problem turned out to be
organization. Common-sense knowledge is vast; and, it seems, almost any odd bit of it can be just what
is needed to avoid some dumb mistake at any particular moment. So all of it has to be at the system's
"cognitive fingertips" all the time. Since repeated exhaustive search of the entire knowledge base would
be quite impractical, some shortcuts had to be devised that would work most of the time. This is what
efficient organizing or structuring of the knowledge is supposed to provide.

Knowledge-representation research, in contrast to heuristic problem solving, has tended to concentrate
on natural language ability, since this is where the difficulties it addresses are most obvious. The
principal challenge of ordinary conversation, from a designer's point of view, is that it is so often
ambiguous and incomplete—mainly because speakers take so much for granted. That means that the
system must be able to fill in all sorts of "trivial" gaps, in order to follow what's being said. But this is
still GOFALI, because the filling in is being done rationally. Behind the scenes, the system is explicitly
"figuring out" what the speaker must have meant, on the basis of what it knows about the world and the
context. (The articles by Minsky and Dreyfus survey some of this work, and Dreyfus and Searle also
criticize it.)
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Despite its initial plausibility and promise, however, GOFAI has been in some ways disappointing.
Expanding and organizing a system's store of explicit knowledge seems at best partially to solve the
problem of common sense. This is why the Turing test will not soon be passed. Further, it is surprisingly
difficult to design systems that can adjust their own knowledge in the light of experience. The problem
Is not that they can't modify themselves, but that it's hard to figure out just which modifications to make,
while keeping everything else coherent. Finally, GOFAI systems tend to be rather poor at noticing
unexpected similarities or adapting to unexpected peculiarities. Indeed, they are poor at recognizing
patterns more generally—such as perceived faces, sounds, or kinds of objects—Iet alone learning to
recognize them.

None of this means, of course, that the program is bankrupt. Rome was not built in a day. There is a
great deal of active research, and new developments occur all the time. It has meant, however, that some
cognitive scientists have begun to explore various alternative approaches.

4 New-fangled Al

By far the most prominent of these new-fangled ideas—we could call them collectively NFAI (en-
fai)—falls under the general rubric of connectionism. This is a diverse and still rapidly evolving bundle
of systems and proposals that seem, on the face of it, to address some of GOFAI's most glaring
weaknesses. On the other hand, connectionist systems are not so good—at least not yet—at matching
GOFAI's most obvious strengths. (This suggests, of course, a possibility of joining forces; but, at this
point, it's too soon to tell whether any such thing could work, never mind how it might be done.) And, in
the meantime, there are other NFAI ideas afloat, that are neither GOFAI nor connectionist. The field as a
whole is in more ferment now than it has been since the earliest days, in the fifties.

4.1 Connectionist networks

Connectionist systems are networks of lots of simple active units that have lots of connections among
them, by which they can interact. There is no central processor or controller, and also no separate
memory or storage mechanism. The only activity in the system is these little units changing state, in
response to signals coming in along those connections, and then sending out signals of their own. There
are two ways in which such a network can achieve a kind of memory. First, in
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the short term, information can be retained in the system over time insofar as the units tend to change
state only slowly (and, perhaps, regularly). Second, and in the longer term, there is a kind of memory in
the connections themselves. For, each connection always connects the same two units (they don't move
around); and, more significant, each connection has a property, called its "weight™ or "strength”, which
Is preserved over time.

Obviously, connectionist networks are inspired to some extent by brains and neural networks. The active
units are like individual neurons, and the connections among them are like the axons and dendrites along
which electro-chemical "pulses™ are sent from neuron to neuron. But, while this analogy is important, it
should not be overstressed. What makes connectionist systems interesting as an approach to Al is not the
fact that their structure mimics biology at a certain level of description, but rather what they can do.
After all, there are countless other levels of description at which connectionist nets are utterly
unbiological; and, if some GOFAI account turns out to be right about human intelligence, then there will
be some level of description at which it too accurately models the brain. Connectionist and allied
research may someday show that neural networks are the level at which the brain implements
psychological structures; but this certainly cannot be assumed at the outset.

In order to appreciate what is distinctive about network models, it is important to keep in mind how
simple and relatively isolated the active units are. The "state" of such a unit is typically just a single
quantitative magnitude-specifiable with a single number—called its activation level. This activation
level changes in response to signals arriving from other units, but only in a very crude way. In the first
place, it pays no attention to which signals came from which other units, or how any of those signals
might be related to others: it simply adds them indiscriminately together and responds only to the total.
Moreover, that response, the change in activation, is a simple function of that total; and the signal it then
sends to other units is just a simple function of that resulting activation.

Now there is one small complication, which is the root of everything interesting about these models. The
signal that a unit receives from another is not the same as the signal that the other unit sent: it is
multiplied—increased or decreased—by the weight or strength of the connection between them. And
there are always many more connections in a network than there are units, simply because each unit is
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connected to many others. That means that the overall state of the network—that is, the pattern of
activations of all its units—can change in very subtle and sophisticated ways, as a function of its initial
state. The overall pattern of connection weights is what determines these complicated changes, and thus
the basic character of the network.

Accordingly, connectionist networks are essentially pattern processors. And, it turns out, they can be
quite good at certain psychologically important kinds of pattern processing. In particular, they are adept
at finding various sorts of similarities among patterns, at recognizing repeated (or almost repeated)
patterns, at filling in the missing parts of incomplete patterns, and at transforming patterns into others
with which they have been associated. People are good at these kinds of pattern processing too; but
GOFALI systems tend not to be, except in special cases. Needless to say, this is what gets cognitive
scientists excited about connectionist models.

Two more points. First, when | say that networks are good at such pattern processing, I mean not only
that they can do it well, but also that they can do it quickly. This is a consequence of the fact that,
although each unit is very simple, there are a great many of them working at once—in parallel, so to
speak—so the cumulative effect in each time increment can be quite substantial. Second, techniques
have been discovered by means of which networks can be trained through exposure to examples. That
IS, the connection weights required for some desired pattern-processing ability can be induced (“taught™)
by giving the network a number of sample instances, and allowing it slowly to adjust itself. (It should be
added, however, that the training techniques so far discovered are not psychologically realistic: people
learn from examples too, but, for various reasons, we know it can't be in quite these ways.)

I mentioned a moment ago that GOFAI systems are not so good at pattern processing, except in special
cases. In comparing approaches to mind design, however, it is crucial to recognize that some of these
"special cases™ are extremely important. In particular, GOFAI systems are remarkably good at
processing (recognizing, transforming, producing) syntactical (grammatical) patterns of the sort that are
characteristic of logical formulae, ordinary sentences, and many inferences. What's more, connectionist
networks are not (so far?) particularly good at processing these patterns. Yet language is surely a central
manifestation of (human) intelligence. No approach to mind design that cannot accommodate language
ability can possibly be adequate.
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Connectionist researchers use computers in their work just as much as GOFAI researchers do; but they
use them differently. Pattern-processing networks are not themselves automatic formal systems: they do
not manipulate formal tokens, and they are not essentially digital. To be sure, the individual units and
connections are sharply distinct from one another; and, for convenience, their activations and weights
are sometimes limited to a handful of discrete values. But these are more akin to the "digitization™ of
Images in computer image processing than to the essential digitalness of chess pieces, logical symbols,
and words. Thus, connectionist mind design relies on computers more in the way the weather service
does, to simulate digitally systems that are not in themselves digital.

It has been shown, however, that some connectionist networks can, in effect, implement symbol
manipulation systems. Although these implementations tend not to be very efficient, they are
nevertheless interesting. For one thing, they may show how symbol manipulation could be implemented
in the brain. For another, they might yield ways to build and understand genuine hybrid systems—that
Is, systems with the advantages of both approaches. Such possibilities aside, however, symbolic
implementation would seem at best Phyrric victory: the network would be relegated to the role of
"hardware", while the psychological relevance, the actual mind design, would still be GOFAL.

GOFAL is inspired by the idea that intelligence as such is made possible by explicit thinking or
reasoning—that is, by the rational manipulation of internal symbol structures (interpreted formal
tokens). Thus, GOFAI intentionality is grounded in the possibility of translation—semantic
interpretation. Connectionist NFAI, by contrast, is inspired initially by the structure of the brain, but,
more deeply, by the importance and ubiquity of non-formal pattern processing. Since there are no formal
tokens (unless implemented at a higher level), there can be no semantically interpreted symbols. Thus, to
regard these systems as having intentional states would be to adopt Dennett's intentional stance—that is,
intentional interpretation.

In this volume, connectionist models are introduced and promoted in the articles by Rumelhart, by
Smolensky, and by Churchland. The approach is criticized in the articles by Rosenberg and by Fodor
and Pylyshyn. The articles by Ramsey, Stich and Garon and by Clark don't so much take sides as
explore further what might be involved in the very idea of connectionism, in ways that might make a
difference to those who do take sides.
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4.2 Embodied and embedded Al

GOFAI is a fairly coherent research tradition, based on a single basic idea: thinking as internal symbol
manipulation. 'NFALI', by contrast, is more a grab-bag term: it means, roughly, scientific mind design
that is not GOFALI. Connectionism falls under this umbrella, but several other possibilities do as well, of
which I will mention just one.

Connectionist and GOFAI systems, for all their differences, tend to have one feature in common: they
accept an input from somewhere, they work on it for a while, and then they deliver an output. All the
"action™ is within the system, rather than being an integral part of a larger interaction with an active
body and an active environment. The alternative, to put it radically (and perhaps a bit contentiously),
would be to have the intelligent system be the larger interactive whole, including the body and
environment as essential components. Now, of course, this whole couldn't be intelligent if it weren't for
a special "subsystem" such as might be implemented in a computer or a brain; but, equally, perhaps, that
subsystem couldn't be intelligent either except as part of a whole comprising the other components as
well.

Why would anyone think this? It goes without saying that, in general, intelligent systems ought to be
able to act intelligently "in" the world. That's what intelligence is for, ultimately. Yet, achieving even
basic competence in real robots turns out to be surprisingly hard. A simple example can illustrate the
point and also the change in perspective that motivates some recent research. Consider a system that

must be able, among other things, to approach and unlock a door. How will it get the key in the lock?
One approach would equip the robot with:

(1) precise sensors to identify and locate the lock, and monitor the angles of the joints in its own arm
and hand;

(2) enough modelling power to convert joint information into a representation of the location and
orientation of the key (in the coordinate system of the lock), compute the exact key motion required,
and then convert that back into joint motions; and

(3) motors accurate enough to effect the computed motions, and thereby to slide the key in, smooth
and straight, the first time.

Remarkably, such a system is utterly impractical, perhaps literally impossible, even with state-of-the-art
technology. Yet insects, with far less compute power on board, routinely perform much harder tasks.

How would insectile "intelligence" approach the key-lock problem? First, the system would have a
crude detector to notice and aim at
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locks, more or less. But, it would generate no central representation of the lock's position, for other
subsystems to use in computing arm movements. Rather, the arm itself would have its own ad hoc, but
more local, detectors that enable it likewise to home in on a lock, more or less (and also, perhaps, to
adjust its aim from one try to the next). And, in the meantime, the arm and its grip on the key would
both be quite flexible, and the lock would have a kind of funnel around its opening, so any stab that's at
all close would be guided physically right into the lock. Now that's engineering—elegant, cheap,
reliable.

But is it intelligence? Well surely not much; but that may not be the right question to ask. Instead, we
should wonder whether some similar essential involvement of the body (physical flexibility and special
purpose subsystems, for instance) and the world (conveniences like the funnel) might be integral to
capacities that are more plausibly intelligent. If so, it could greatly decrease the load on central
knowledge, problem solving, and even pattern processing, thereby circumventing (perhaps) some of the
bottlenecks that frustrate current designs.

To get a feel for the possibilities, move for a moment to the other end of the spectrum. Human
intelligence is surely manifested in the ability to design and make things—using, as the case may be,
boards and nails. Now, for such a design to work, it must be possible to drive nails into pieces of wood
in a way that will hold them together. But neither a designer nor a carpenter ever needs to think about
that—it need never even occur to them. (They take it for granted, as a fish does water.) The suitability of
these materials and techniques is embedded in the structure of their culture: the logging industry, the
manufacture of wire, the existence of lumber yards—and, of course, countless bodily skills and habits
passed down from generation to generation.

Think how much "knowledge" is contained in the traditional shape and heft of a hammer, as well as in
the muscles and reflexes acquired in learning to use it—though, again, no one need ever have thought of
it. Multiply that by our food and hygiene practices, our manner of dress, the layout of buildings, cities,
and farms. To be sure, some of this was explicitly figured out, at least once upon a time; but a lot of it
wasn'tit just evolved that way (because it worked). Yet a great deal, perhaps even the bulk, of the basic
expertise that makes human intelligence what it is, is maintained and brought to bear in these "physical”
structures. It is neither stored nor used inside the head of anyone—it's in their bodies and, even more,
out there in the world.
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Scientific research into the kinds of systems that might achieve intelligence in this way-—embodied and
embedded mind design—is still in an early phase. Two rather different theoretical and empirical
strategies are presented here in the articles by Brooks and van Gelder.

5 What's missing from mind design?

A common complaint about artificial intelligence, of whatever stripe, is that it pays scant attention to
feelings, emotions, ego, imagination, moods, consciousness—the whole "phenomenology" of an inner
life. No matter how smart the machines become, so the worry goes, there's still "nobody home". | think
there is considerable merit in these misgivings, though, of course, more in some forms than in others.
Here, however, | would like briefly to discuss only one form of the worry, one that strikes me as more
basic than the others, and also more intimately connected with cognition narrowly conceived.

No current approach to artificial intelligence takes understanding seriously-—where understanding itself
is understood as distinct from knowledge (in whole or in part) and prerequisite thereto. It seems to me
that, taken in this sense, only people ever understand anything—no animals and no artifacts (yet). It
follows that, in a strict and proper sense, no animal or machine genuinely believes or desires anything
either—How could it believe something it doesn't understand?though, obviously, in some other, weaker
sense, animals (at least) have plenty of beliefs and desires. This conviction, | should add, is not based on
any in—principle barrier; it's just an empirical observation about what happens to be the case at the
moment, so far as we can tell. So, what is it for a system to understand something? Imagine a system
that makes or marks a battery of related distinctions in the course of coping with some range of objects.
These distinctions can show up in the form of differing skillful responses, different symbol structures, or
whatever. Let's say that, for each such distinction, the system has a proto-concept. Now | suggest that a
system understands the objects to which it applies its proto-concepts insofar as:

(1) it takes responsibility for applying the proto-concepts correctly;
(2) it takes responsibility for the empirical adequacy of the protoconcepts themselves; and

(3) it takes a firm stand on what can and cannot happen in the world, when grasped in terms of these
proto-concepts.
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When these conditions are met, moreover, the proto-concepts are not merely proto-concepts, but
concepts in the full and proper sense.

The three conditions are not unrelated. For, it is precisely in the face of something impossible seeming to
have happened, that the question of correct application becomes urgent. We can imagine the system
responding in some way that we would express by saying: "This can't be right!" and then trying to figure
out what went wrong. The responsibility for the concepts themselves emerges when, too often, it can't
find any mistake. In that event, the conceptual structure itself must be revised, either by modifying the
discriminative abilities that embody the concepts, or by modifying the stand it takes on what is and isn't
possible, or both. Afterward, it will have (more or less) new concepts.

A system that appropriates and takes charge of its own conceptual resources in this way is not merely
going through the motions of intelligence, whether evolved, learned, or programmed-in, but rather
grasps the point of them for itself. It does not merely make discriminations or produce outputs that,
when best interpreted by us, come out true. Rather, such a system appreciates for itself the difference
between truth and falsity, appreciates that, in these, it must accede to the world, that the world
determines which is which—and it cares. That, | think, is understanding.4

Notes

1. Both parts of this idea have their roots in W.V.0. Quine's pioneering (1950, 1960) investigations of
meaning. (Meaning is the linguistic or symbolic counterpart of intentionality.)

2. Chess players will know that the rules for castling, stalemate, and capturing en passent depend also on
previous events; so, to make chess strictly formal, these conditions would have to be encoded in further
tokens (markers, say) that count as part of the current position.

3. A similar point can be made about code-cracking (which is basically translating texts that are
contrived to make that especially difficult). A cryptographer knows she has succeeded when and only
when the decoded messages come out consistently sensible, relevant, and true.

4. These ideas are explored fruther in the last four chapters of Haugeland (1997).
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2
Computing Machinery
and Intelligence

A. M. Turing
1950

1 The imitation game

| propose to consider the question "“Can machines think?" This should begin with definitions of the
meaning of the terms 'machine' and 'think'. The definitions might be framed so as to reflect so far as
possible the normal use of the words, but this attitude is dangerous. If the meaning of the words
'machine’ and 'think' are to be found by examining how they are commonly used it is difficult to escape
the conclusion that the meaning and the answer to the question, "Can machines think?" is to be sought in
a statistical survey such as a Gallup poll. But this is absurd. Instead of attempting such a definition |
shall replace the question by another, which is closely related to it and is expressed in relatively
unambiguous words.

The new form of the problem can be described in terms of a game which we call the "imitation game". It
is played with three people, a man (A), a woman (B), and an interrogator (C) who may be of either sex.
The interrogator stays in a room apart from the other two. The object of the game for the interrogator is
to determine which of the other two is the man and which is the woman. He knows them by labels X and
Y, and at the end of the game he says either "X is Aand Y is B" or "X is B and Y is A". The interrogator
is allowed to put questions to A and B thus:

C: Will X please tell me the length of his or her hair?

Now suppose X is actually A, then A must answer. It is A's object in the game to try to cause C to make
the wrong identification. His answer might therefore be

A: My hair is shingled, and the longest strands are about nine inches long.
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In order that tones of voice may not help the interrogator the answers should be written, or better still,
typewritten. The ideal arrangement is to have a teleprinter communicating between the two rooms.
Alternatively the question and answers can be repeated by an intermediary. The object of the game for
the third player (B) is to help the interrogator. The best strategy for her is probably to give truthful
answers. She can add such things as "I am the woman, don't listen to him!" to her answers, but it will
avail nothing as the man can make similar remarks.

We now ask the question, *What will happen when a machine takes the part of A in this game?" Will the
interrogator decide wrongly as often when the game is played like this as he does when the game is
played between a man and a woman? These questions replace our original, "Can machines think?"

2 Critique of the new problem

As well as asking, "What is the answer to this new form of the question?" one may ask, "Is this new
question a worthy one to investigate?" This latter question we investigate without further ado, thereby
cutting short an infinite regress.

The new problem has the advantage of drawing a fairly sharp line between the physical and the
intellectual capacities of a man. No engineer or chemist claims to be able to produce a material which is
indistinguishable from the human skin. It is possible that at some time this might be done, but even
supposing this invention available we should feel there was little point in trying to make a “thinking
machine™ more human by dressing it up in such artificial flesh. The form in which we have set the
problem reflects this fact in the condition which prevents the interrogator from seeing or touching the
other competitors, or hearing their voices. Some other advantages of the proposed criterion may be
shown up by specimen questions and answers. Thus:

Q: Please write me a sonnet on the subject of the Forth Bridge.
A: Count me out on this one. | never could write poetry.

Q: Add 34957 to 70764.

A: (Pause about 30 seconds and then give as answer) 105621.
Q: Do you play chess?

A: Yes.
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Q: I have K at my K1, and no other pieces. You have only K at K6 and R at R1. It is your move.
What do you play?

A: (After a pause of 15 seconds) R-R8 mate.

The question and answer method seems to be suitable for introducing almost any one of the fields of
human endeavor that we wish to include. We do not wish to penalize the machine for its inability to
shine in beauty competitions, nor to penalize a man for losing in a race against an airplane. The
conditions of our game make these disabilities irrelevant. The "witnesses™ can brag, if they consider it
advisable, as much as they please about their charms, strength or heroism, but the interrogator cannot
demand practical demonstrations.

The game may perhaps be criticized on the ground that the odds are weighted too heavily against the
machine. If the man were to try and pretend to be the machine he would clearly make a very poor
showing. He would be given away at once by slowness and inaccuracy in arithmetic. May not machines
carry out something which ought to be described as thinking but which is very different from what a
man does? This objection is a very strong one, but at least we can say that if, nevertheless, a machine
can be constructed to play the imitation game satisfactorily, we need not be troubled by this objection.

It might be urged that when playing the "imitation game" the best strategy for the machine may possibly
be something other than imitation of the behavior of a man. This may be, but I think it is unlikely that
there is any great effect of this kind. In any case there is no intention to investigate here the theory of the
game, and it will be assumed that the best strategy is to try to provide answers that would naturally be
given by a man.

3 The machines concerned in the game

The question which we put in section 1 will not be quite definite until we have specified what we mean
by the word 'machine’. It is natural that we should wish to permit every kind of engineering technique to
be used in our machines. We also wish to allow the possibility that an engineer or team of engineers may
construct a machine which works, but whose manner of operation cannot be satisfactorily described by
its constructors because they have applied a method which is largely experimental. Finally, we wish to
exclude from the machines men born in the usual manner. It is difficult to frame the definitions so as to
satisfy these three conditions. One might for instance insist that the team
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of engineers should be all of one sex, but this would not really be satisfactory, for it is probably possible
to rear a complete individual from a single cell of the skin (say) of a man. To do so would be a feat of
biological technique deserving of the very highest praise, but we would not be inclined to regard it as a
case of "constructing a thinking machine". This prompts us to abandon the requirement that every kind
of technique should be permitted. We are the more ready to do so in view of the fact that the present
interest in "thinking machines" has been aroused by a particular kind of machine, usually called an
"electronic computer™ or "digital computer”. Following this suggestion we only permit digital computers
to take part in our game.

This restriction appears at first sight to be a very drastic one. | shall attempt to show that it is not so in
reality. To do this necessitates a short account of the nature and properties of these computers.

It may also be said that this identification of machines with digital computers, like our criterion for
"thinking", will only be unsatisfactory if (contrary to my belief), it turns out that digital computers are
unable to give a good showing in the game.

There are already a number of digital computers in working order, and it may be asked, "Why not try the
experiment straight away? It would be easy to satisfy the conditions of the game. A number of
interrogators could be used, and statistics compiled to show how often the right identification was
given." The short answer is that we are not asking whether all digital computers would do well in the
game nor whether the computers at present available would do well, but whether there are imaginable
computers which would do well. But this is only the short answer. We shall see this question in a
different light later.

4 Digital computers

The idea behind digital computers may be explained by saying that these machines are intended to carry
out any operations which could be done by a human computer. The human computer is supposed to be
following fixed rules; he has no authority to deviate from them in any detail. We may suppose that these
rules are supplied in a book, which is altered whenever he is put on to a new job. He has also an
unlimited supply of paper on which he does his calculations. He may also do his multiplications and
additions on a "desk machine", but this is not important.
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If we use the above explanation as a definition, we shall be in danger of circularity of argument. We
avoid this by giving an outline of the means by which the desired effect is achieved. A digital computer
can usually be regarded as consisting of three parts:

(i) Store.
(if) Executive unit.
(iii) Control.

The store is a store of information, and corresponds to the human computer's paper, whether this is the
paper on which he does his calculations or that on which his book of rules is printed. Insofar as the
human computer does calculations in his head, a part of the store will correspond to his memory.

The executive unit is the part which carries out the various individual operations involved in a
calculation. What these individual operations are will vary from machine to machine. Usually fairly
lengthy operations, such as "Multiply 3540675445 by 7076345687", can be done, but in some machines
only very simple ones, such as "Write down 0", are possible.

We have mentioned that the "book of rules” supplied to the computer is replaced in the machine by a
part of the store. It is then called the "table of instructions". It is the duty of the control to see that these
instructions are obeyed correctly and in the right order. The control is so constructed that this necessarily
happens.

The information in the store is usually broken up into packets of moderately small size. In one machine,
for instance, a packet might consist of ten decimal digits. Numbers are assigned to the parts of the store
in which the various packets of information are stored, in some systematic manner. A typical instruction
might say:

Add the number stored in position 6809 to that in 4302 and put the result back into the latter storage
position.

Needless to say it would not occur in the machine expressed in English. It would more likely be coded in
a form such as 6809430217. Here 17 says which of various possible operations is to be performed on the
two numbers—in this case the operation that is described above, namely, "Add the number ...". It will be
noticed that the instruction takes up 10 digits and so forms one packet of information, very conveniently.
The control will normally take the instructions to
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be obeyed in the order of the positions in which they are stored, but occasionally an instruction such as
Now obey the instruction stored in position 5606, and continue from there.
may be encountered, or again

If position 4505 contains 0 obey next the instruction stored in 6707, otherwise continue
straight on.

Instructions of these latter types are very important because they make it possible for a sequence of
operations to be repeated over and over again until some condition is fulfilled, but in doing so to obey,
not fresh instructions on each repetition, but the same ones over and over again. To take a domestic
analogy, suppose Mother wants Tommy to call at the cobbler's every morning on his way to school to
see if her shoes are done. She can ask him afresh every morning. Alternatively she can stick up a notice
once and for all in the hall which he will see when he leaves for school and which tells him to call for
the shoes, and also to destroy the notice when he comes back if he has the shoes with him.

The reader must accept it as a fact that digital computers can be constructed, and indeed have been
constructed, according to the principles we have described, and that they can in fact mimic the actions of
a human computer very closely.

The book of rules which we have described our human computer as using is of course a convenient
fiction. Actual human computers really remember what they have got to do. If one wants to make a
machine mimic the behavior of the human computer in some complex operation one has to ask him how
it is done, and then translate the answer into the form of an instruction table. Constructing instruction
tables is usually described as "programming™. To "program a machine to carry out the operation A"
means to put the appropriate instruction table into the machine so that it will do A.

An interesting variant on the idea of a digital computer is a digital computer with a random element.
These have instructions involving the throwing of a die or some equivalent electronic process; one such
instruction might for instance be

Throw the die and put the resulting number into store 1000.

Sometimes such a machine is described as having free will (though I would not use this phrase myself).
It is not normally possible to
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determine from observing a machine whether it has a random element, for a similar effect can be
produced by such devices as making the choices depend on the digits of the decimal for Tt

Most actual digital computers have only a finite store. There is no theoretical difficulty in the idea of a
computer with an unlimited store. Of course only a finite part of it can have been used at any one time.
Likewise only a finite amount can have been constructed, but we can imagine more and more being
added as required. Such computers have special theoretical interest and will be called infinite capacity
computers.

The idea of a digital computer is an old one. Charles Babbage, Lucasian Professor of Mathematics at
Cambridge from 1828 to 1839, planned such a machine, called the "Analytical Engine", but it was never
completed. Although Babbage had all the essential ideas, his machine was not at that time such a very
attractive prospect. The speed which would have been available would be definitely faster than a human
computer but something like 100 times slower than the Manchester machine, itself one of the slower of
the modern machines. The storage was to be purely mechanical, using wheels and cards.

The fact that Babbage's Analytical Engine was to be entirely mechanical will help us to rid ourselves of
a superstition. Importance is often attached to the fact that modern digital computers are electrical, and
that the nervous system also is electrical. Since Babbage's machine was not electrical, and since all
digital computers are in a sense equivalent, we see that this use of electricity cannot be of theoretical
importance. Of course electricity usually comes in where fast signaling is concerned, so it is not
surprising that we find it in both these connections. In the nervous system chemical phenomena are at
least as important as electrical. In certain computers the storage system is mainly acoustic. The feature
of using electricity is thus seen to be only a very superficial similarity. If we wish to find such
similarities we should look rather for mathematical analogies of function.

5 Universality of digital computers

The digital computers considered in the last section may be classified among the "discrete state
machines". These are the machines which move by sudden jumps or clicks from one quite definite state
to another. These states are sufficiently different for the possibility of confusion between them to be
ignored. Strictly speaking there are no such
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machines. Everything really moves continuously. But there are many kinds of machines which can
profitably be thought of as being discrete state machines. For instance in considering the switches for a
lighting system it is a convenient fiction that each switch must be definitely on or definitely off. There
must be intermediate positions, but for most purposes we can forget about them. As an example of a
discrete state machine, we might consider a wheel which clicks round through 120° once a second, but
may be stopped by a lever which can be operated from outside; in addition a lamp is to light in one of
the positions of the wheel. This machine could be described abstractly as follows: The internal state of
the machine (which is described by the position of the wheel) may be q,, q,, or g;. There is an input
signal i, or i, (position of lever). The internal state at any moment is determined by the last state and
input signal according to the table

Last State:
s 02 Qs
Input: I 0, 0s 0
iy s Q2 Qs

The output signals, the only externally visible indication of the internal state (the light), are described by
the table

State: Y G2 Gs

Output: O, O, 0O,

This example is typical of discrete state machines. They can be described by such tables, provided they
have only a finite number of possible states.

It will seem that given the initial state of the machine and the input signals it is always possible to
predict all future states. This is reminiscent of Laplace's view that from the complete state of the
universe at one moment of time, as described by the positions and velocities of all particles, it should be
possible to predict all future states. The prediction which we are considering is, however, rather nearer
to practicability than that considered by Laplace. The system of the "universe as a whole" is such that
quite small errors in the initial conditions can have an overwhelming effect at a later time. The
displacement of a single electron by a billionth of a centimeter at one moment might make the difference
between a man being killed by an avalanche a year later, or



Page 37

escaping. It is an essential property of the mechanical systems which we have called "discrete state
machines” that this phenomenon does not occur. Even when we consider the actual physical machines
instead of the idealized machines, reasonably accurate knowledge of the state at one moment yields
reasonably accurate knowledge any number of steps later.

As we have mentioned, digital computers fall within the class of discrete state machines. But the number
of states of which such a machine is capable is usually enormously large. For instance, the number for
the machine now working at Manchester is about 2165.000—that is, about 10s0.000, Compare this with our
example of the clicking wheel described above, which had three states. It is not difficult to see why the
number of states should be so immense. The computer includes a store corresponding to the paper used
by a human computer. It must be possible to write into the store any one of the combinations of symbols
which might have been written on the paper. For simplicity suppose that only digits from 0 to 9 are used
as symbols. Variations in handwriting are ignored. Suppose the computer is allowed 100 sheets of paper
each containing 50 lines each with room for 30 digits. Then the number of states is 10100xs0x30—that is,
10150000, This is about the number of states of three Manchester machines put together. The logarithm to
the base two of the number of states is usually called the "storage capacity™ of the machine. Thus the
Manchester machine has a storage capacity of about 165,000 and the wheel machine of our example
about 1.6. If two machines are put together their capacities must be added to obtain the capacity of the
resultant machine. This leads to the possibility of statements such as "The Manchester machine contains
64 magnetic tracks each with a capacity of 2560, eight electronic tubes with a capacity of 1280.
Miscellaneous storage amounts to about 300 making a total of 174,380."

Given the table corresponding to a discrete state machine, it is possible to predict what it will do. There
Is no reason why this calculation should not be carried out by means of a digital computer. Provided it
could be carried out sufficiently quickly the digital computer could mimic the behavior of any discrete
state machine. The imitation game could then be played with the machine in question (as B) and the
mimicking digital computer (as A) and the interrogator would be unable to distinguish them. Of course
the digital computer must have adequate storage capacity a well as working sufficiently fast. Moreover,
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it must be programmed afresh for each new machine which it is desired to mimic.

This special property of digital computers, that they can mimic any discrete state machine, is described
by saying that they are universal machines. The existence of machines with this property has the
Important consequence that, considerations of speed apart, it is unnecessary to design various new
machines to do various computing processes. They can all be done with one digital computer, suitably
programmed for each case. It will be seen that as a consequence of this all digital computers are in a
sense equivalent.

We may now consider again the point raised at the end of section 3. It was suggested tentatively that the
question, "Can machines think?" should be replaced by "Are there imaginable digital computers which
would do well in the imitation game?" If we wish we can make this superficially more general and ask,
"Are there discrete state machines which would do well?" But in view of the universality property we
see that either of these questions is equivalent to this: "Let us fix our attention on one particular digital
computer C. Is it true that by modifying this computer to have an adequate storage, suitably increasing
its speed of action, and providing it with an appropriate program, C can be made to play satisfactorily
the part of A in the imitation game, the part of B being taken by a man?"

6 Contrary views on the main question

We may now consider the ground to have been cleared and we are ready to proceed to the debate on our
guestion, "Can machines think?" and the variant of it quoted at the end of the last section. We cannot
altogether abandon the original form of the problem, for opinions will differ as to the appropriateness of
the substitution and we must at least listen to what has to be said in this connection.

It will simplify matters for the reader if | explain first my own beliefs in the matter. Consider first the
more accurate form of the question. | believe that in about fifty years' time it will be possible to program
computers, with a storage capacity of about 109, to make them play the imitation game so well that an
average interrogator will not have more than 70 per cent chance of making the right identification after
five minutes of questioning. The original question, "Can machines think?" | believe to be too
meaningless to deserve discussion. Nevertheless | believe that at the end of the century the use of words
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and general educated opinion will have altered so much that one will be able to speak of machines
thinking without expecting to be contradicted. | believe further that no useful purpose is served by
concealing these beliefs. The popular view that scientists proceed inexorably from well-established fact
to well-established fact, never being influenced by any unproved conjecture, is quite mistaken. Provided
it is made clear which are proved facts and which are conjectures, no harm can result. Conjectures are of
great importance since they suggest useful lines of research.

I now proceed to consider opinions opposed to my own.

(1) THE THEOLOGICAL OBJECTION. Thinking is a function of man's immortal soul. God has
given an immortal soul to every man and woman, but not to any other animal or to machines. Hence no
animal or machine can think.?

| am unable to accept any part of this, but will attempt to reply in theological terms. I should find the
argument more convincing if animals were classed with men, for there is a greater difference, to my
mind, between the typical animate and the inanimate than there is between man and the other animals.
The arbitrary character of the orthodox view becomes clearer if we consider how it might appear to a
member of some other religious community. How do Christians regard the Moslem view that women
have no souls? But let us leave this point aside and return to the main argument. It appears to me that the
argument quoted above implies a serious restriction of the omnipotence of the Almighty. It is admitted
that there are certain things that He cannot do such as making one equal to two, but should we not
believe that He has freedom to confer a soul on an elephant if He sees fit? We might expect that He
would only exercise this power in conjunction with a mutation which provided the elephant with an
appropriately improved brain to minister to the needs of this soul. An argument of exactly similar form
may be made for the case of machines. It may seem different because it is more difficult to "swallow".
But this really only means that we think it would be less likely that He would consider the circumstances
suitable for conferring a soul. The circumstances in question are discussed in the rest of this paper. In
attempting to construct such machines we should not be irreverently usurping His power of creating
souls, any more than we are in the procreation of children: rather we are, in either case, instruments of
His will providing mansions for the souls that He creates.
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However, this is mere speculation. I am not very impressed with theological arguments, whatever they
may be used to support. Such arguments have often been found unsatisfactory in the past. In the time of
Galileo it was argued that the texts, "And the sun stood still ... and hasted not to go down about a whole
day" (Joshua x. 13) and "He laid the foundations of the earth, that it should not move at any time"
(Psalm cv. 5) were an adequate refutation of the Copernican theory. With our present knowledge, such
an argument appears futile. When that knowledge was not available, it made a quite different
impression.

(2) THE "HEADS IN THE SAND"™ OBJECTION. "The consequences of machines thinking would
be too dreadful. Let us hope and believe that they cannot do so."

This argument is seldom expressed quite so openly as in the form above. But it affects most of us who
think about it at all. We like to believe that Man is in some subtle way superior to the rest of creation. It
Is best if he can be shown to be necessarily superior, for then there is no danger of him losing his
commanding position. The popularity of the theological argument is clearly connected with this feeling.
It is likely to be quite strong in intellectual people, since they value the power of thinking more highly
than others, and are more inclined to base their belief in the superiority of Man on this power.

I do not think that this argument is sufficiently substantial to require refutation. Consolation would be
more appropriate; perhaps this should be sought in the transmigration of souls.

(3) THE MATHEMATICAL OBJECTION. There are a number of results of mathematical logic
which can be used to show that there are limitations to the powers of discrete state machines. The best
known of these results is known as Godel's theorem, and shows that in any sufficiently powerful logical
system statements can be formulated which can neither be proved nor disproved within the system,
unless possibly the system itself is inconsistent. There are other, in some respects similar, results due to
Church (1936), Kleene (1935), Rosser (1936), and Turing (1937). The latter result is the most
convenient to consider, since it refers directly to machines whereas the others can only be used in a
comparatively indirect argument; for instance, if Godel's theorem is to be used we need in addition to
have some means of describing logical systems in terms of machines, and machines in terms of logical
systems. The result in question refers to a type of machine which is essentially a digital computer with
an infinite capacity. It states that there
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are certain things that such a machine cannot do. If it is rigged up to give answers to questions as in the
imitation game, there will be some questions to which it will either give a wrong answer, or fail to give
an answer at all, however much time is allowed for a reply. There may, of course, be many such
questions, and questions which cannot be answered by one machine may be satisfactorily answered by
another. We are of course supposing for the present that the questions are of the kind to which an answer
"Yes" or "N0" is appropriate, rather than questions such as "What do you think of Picasso?" The
questions that we know the machines must fail on are of this type, "Consider the machine specified as
follows .... Will this machine ever answer 'Yes' to any question?" The dots are to be replaced by a
description of some machine in a standard form, which could be something like that used in section 5.
When the machine described bears a certain comparatively simple relation to the machine which is
under interrogation, it can be shown that the answer is either wrong or not forthcoming. This is the
mathematical result; it is argued that it proves a disability of machines to which the human intellect is
not subject.

The short answer to this argument is that, although it is established that there are limitations to the
powers of any particular machine, it has only been stated, without any sort of proof, that no such
limitations apply to the human intellect. But I do not think this view can be dismissed quite so lightly.
Whenever one of these machines is asked the appropriate critical question, and gives a definite answer,
we know that this answer must be wrong, and this gives us a certain feeling of superiority. Is this feeling
illusory? It is no doubt quite genuine, but | do not think too much importance should be attached to it.
We too often give wrong answers to questions ourselves to be justified in being very pleased at such
evidence of fallibility on the part of the machines. Further, our superiority can only be felt on such an
occasion in relation to the one machine over which we have scored our petty triumph. There would be
no question of triumphing simultaneously over all machines. In short, then, there might be men cleverer
than any given machine, but then again there might be other machines cleverer again, and so on.

Those who hold to the mathematical argument would, I think, mostly be willing to accept the imitation
game as a basis for discussion. Those who believe in the two previous objections would probably not be
interested in any criteria.
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(4) THE ARGUMENT FROM CONSCIOUSNESS. This argument is very well expressed in
Professor Jefferson's Lister Oration for 1949, from which I quote.

Not until a machine can write a sonnet or compose a concerto because of thoughts and emotions felt, and not by
the chance fall of symbols, could we agree that machine equals brain—that is, not only write it but know that it

had written it. No mechanism could feel (and not merely artificially signal, and easy contrivance) pleasure at its
successes, grief when its valves fuse, be warmed by flattery, be made miserable by its mistakes, be charmed by

sex, be angry or depressed when it cannot get what it wants.

This argument appears to be a denial of the validity of our test. According to the most extreme form of
this view, the only way by which one could be sure that a machine thinks is to be the machine and to
feel oneself thinking. One could then describe these feelings to the world, but of course no one would be
justified in taking any notice. Likewise according to this view, the only way to know that a man thinks is
to be that particular man. It is in fact the solipsist point of view. It may be the most logical view to hold
but it makes communication of ideas difficult. A is liable to believe "A thinks but B does not" while B
believes "B thinks but A does not". Instead of arguing continually over this point, it is usual to have the
polite convention that everyone thinks.

| am sure that Professor Jefferson does not wish to adopt the extreme and solipsist point of view.
Probably he would be quite willing to accept the imitation game as a test. The game (with the player B
omitted) is frequently used in practice under the name of viva voce to discover whether someone really
understands something or has "learned it parrot fashion™. Let us listen in to a part of such a viva voce:

INTERROGATOR: In the first line of your sonnet, which reads "Shall I compare thee to a
summer's day,” would not "a spring day" do as well or better?

WITNESS: It wouldn't scan.
INTERROGATOR: How about "a winter's day". That would scan all right.
WITNESS: Yes, but nobody wants to be compared to a winter's day.

INTERROGATOR: Would you say Mr. Pickwick reminded you of Christmas?



Page 43

WITNESS: In a way.

INTERROGATOR: Yet Christmas is a winter's day, and | do not think Mr. Pickwick would
mind the comparison.

WITNESS: | don't think you're serious. By a winter's day one means a typical winter's day,
rather than a special one like Christmas.

And so on. What would Professor Jefferson say if the sonnet-writing machine were able to answer like
this in the viva voce? | do not know whether he would regard the machine as "merely artificially
signaling" these answers, but if the answers were as satisfactory and sustained as in the above passage |
do not think he would describe it as "an easy contrivance". This phrase is, | think, intended to cover such
devices as the inclusion in the machine of a record of someone reading a sonnet, with appropriate
switching to turn it on from time to time.

In short then, I think that most of those who support the argument from consciousness could be
persuaded to abandon it rather than be forced into the solipsist position. They will then probably be
willing to accept our test.

| do not wish to give the impression that | think there is no mystery about consciousness. There is, for
instance, something of a paradox connected with any attempt to localize it. But | do not think these
mysteries necessarily need to be solved before we can answer the question with which we are concerned
in this paper.

(5) ARGUMENTS FROM VARIOUS DISABILITIES. These arguments take the form, "I grant you
that you can make machines do all the things you have mentioned but you will never be able to make
one to do X." Numerous features X are suggested in this connection. | offer a selection:

Be kind, resourceful, beautiful, friendly (44), have initiative, have a sense of humor, tell right from wrong,
make mistakes (44), fall in love, enjoy strawberries and cream (44), make someone fall in love with it,
learn from experience (50), use words properly, be the subject of its own thought (45), have as much
diversity of behavior as a man, do something really new (46). (Some of these disabilities are given special
consideration as indicated by the page numbers.)

No support is usually offered for these statements. | believe they are mostly founded on the principle of
scientific induction. A man has seen thousands of machines in his lifetime. From what he sees of them
he draws a number of general conclusions. They are ugly, each is
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designed for a very limited purpose, when required for a minutely different purpose they are useless, the
variety of behavior of any one of them is very small, and so on and so forth. Naturally he concludes that
these are necessary properties of machines in general. Many of these limitations are associated with the
very small storage capacity of most machines. (I am assuming that the idea of storage capacity is
extended in some way to cover machines other than discrete state machines. The exact definition does
not matter as no mathematical accuracy is claimed in the present discussion.) A few years ago, when
very little had been heard of digital computers, it was possible to elicit much incredulity concerning
them, if one mentioned their properties without describing their construction. That was presumably due
to a similar application of the principle of scientific induction. These applications of the principle are of
course largely unconscious. When a burned child fears the fire and shows that he fears it by avoiding it,
| should say that he was applying scientific induction. (I could of course also describe his behavior in
many other ways.) The works and customs of mankind do not seem to be very suitable material to which
to apply scientific induction. A very large part of space-time must be investigated if reliable results are
to be obtained. Otherwise we may (as most English children do) decide that everybody speaks English,
and that it is silly to learn French.

There are, however, special remarks to be made about many of the disabilities that have been mentioned.
The inability to enjoy strawberries and cream may have struck the reader as frivolous. Possibly a
machine might be made to enjoy this delicious dish, but any attempt to make one do so would be idiotic.
What is important about this disability is that it contributes to some of the other disabilities, for instance,
to the difficulty of the same kind of friendliness occurring between man and machine as between white
man and white man, or between black man and black man.

The claim that "machines cannot make mistakes" seems a curious one. One is tempted to retort, "Are
they any the worse for that?" But let us adopt a more sympathetic attitude, and try to see what is really
meant. | think this criticism can be explained in terms of the imitation game. It is claimed that the
interrogator could distinguish the machine from the man simply by setting them a number of problems
in arithmetic. The machine would be unmasked because of its deadly accuracy. The reply to this is
simple. The machine (programmed for playing the game) would not attempt to give the right answers to
the
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arithmetic problems. It would deliberately introduce mistakes in a manner calculated to confuse the
interrogator. A mechanical fault would probably show itself through an unsuitable decision as to what
sort of a mistake to make in the arithmetic. Even this interpretation of the criticism is not sufficiently
sympathetic. But we cannot afford the space to go into it much further. It seems to me that this criticism
depends on a confusion between two kinds of mistakes. We may call them "errors of functioning™ and
"errors of conclusion”. Errors of functioning are due to some mechanical or electrical fault which causes
the machine to behave otherwise than it was designed to do. In philosophical discussions one like to
ignore the possibility of such errors; one is therefore discussing "abstract machines"”. These abstract
machines are mathematical fictions rather than physical objects. By definition they are incapable of
errors of functioning. In this sense we can truly say that "machines can never make mistakes". Errors of
conclusion can only arise when some meaning is attached to the output signals from the machine. The
machine might, for instance, type out mathematical equations, or sentences in English. When a false
proposition is typed we say that the machine has committed an error of conclusion. There is clearly no
reason at all for saying that a machine cannot make this kind of mistake. It might do nothing but type out
repeatedly "0 = 1". To take a less perverse example, it might have some method for drawing conclusions
by scientific induction. We must expect such a method to lead occasionally to erroneous results.

The claim that a machine cannot be the subject of its own thought can of course only be answered if it
can be shown that the machine has some thought with some subject matter. Nevertheless, “the subject
matter of a machine's operations" does seem to mean something, at least to the people who deal with it.
If, for instance, the machine were trying to find a solution of the equation x2—40x-11= 0, one would be
tempted to describe this equation as part of the machine's subject matter at that moment. It may be used
to help in making up its own programs, or to predict the effect of alterations in its own structure. By
observing the results of its own behavior it can modify its own programs so as to achieve some purpose
more effectively. These are possibilities of the near future, rather than Utopian dreams.

The criticism that a machine cannot have much diversity of behavior is just a way of saying that it
cannot have much storage capacity. Until fairly recently a storage capacity of even a thousand digits was
Very rare.
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The criticisms that we are considering here are often disguised forms of the argument from
consciousness. Usually if one maintains that a machine can do one of these things, and describes the
kind of method that the machine could use, one will not make much of an impression. It is thought that
the method (whatever it may be, for it must be mechanical) is really rather base. Compare the
parenthesis in Jefferson's statement quoted above.

(6) LADY LOVELACE'S OBJECTION. Our most detailed information of Babbage's Analytical
Engine comes from a memoir by Lady Lovelace. In it she states, "The Analytical Engine has no
pretensions to originate anything. It can do whatever we know how to order it to perform™ (her italics).
This statement is quoted by Hartree who adds: "This does not imply that it may not be possible to
construct electronic equipment which will 'think for itself', or in which, in biological terms, one could set
up a conditioned reflex, which would serve as a basis for 'learning'. Whether this is possible in principle
or not is a stimulating and exciting question, suggested by some of these recent developments. But it did
not seem that the machines constructed or projected at the time had this property."

I am in thorough agreement with Hartree over this. It will be noticed that he does not assert that the
machines in question had not got the property, but rather that the evidence available to Lady Lovelace
did not encourage her to believe that they had it. It is quite possible that the machines in question had in
a sense got this property. For suppose that some discrete state machine has the property. The Analytical
Engine was a universal digital computer, so that, if its storage capacity and speed were adequate, it could
by suitable programming be made to mimic the machine in question. Probably this argument did not
occur to the Countess or to Babbage. In any case there was no obligation on them to claim all that could
be claimed.

This whole question will be considered again under the heading of learning machines.

A variant of Lady Lovelace's objection states that a machine can "never do anything really new". This
may be parried for moment with the saw, "There is nothing new under the sun." Who can be certain that
"original work" that he has done was not simply the growth of the seed planted in him by teaching, or
the effect of following well-known general principles. A better variant of the objection says that a
machine can never "take us by surprise”. This statement is a more direct
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challenge and can be met directly. Machines take me by surprise with great frequency. This is largely
because I do not do sufficient calculation to decide what to expect them to do, or rather because,
although I do a calculation, | do it in a hurried, slipshod fashion, taking risks. Perhaps | say to myself, "
suppose the voltage here ought to be the same as there: anyway let's assume it is." Naturally | am often
wrong, and the result is a surprise for me, for by the time the experiment is done these assumptions have
been forgotten. These admissions lay me open to lectures on the subject of my vicious ways, but do not
throw any doubt on my credibility when | testify to the surprises | experience.

| do not expect this reply to silence my critic. He will probably say that such surprises are due to some
creative mental act on my part, and reflect no credit on the machine. This leads us back to the argument
from consciousness, and far from the idea of surprise. It is a line of argument we must consider closed,
but it is perhaps worth remarking that the appreciation of something as surprising requires as much of a
"creative mental act" whether the surprising event originates from a man, a book, a machine or anything
else.

The view that machines cannot give rise to surprises is due, | believe, to a fallacy to which philosophers
and mathematicians are particularly subject. This is the assumption that as soon as a fact is presented to
a mind all consequences of that fact spring into the mind simultaneously with it. It is a very useful
assumption under many circumstances, but one too easily forgets that it is false. A natural consequence
of doing so is that one then assumes that there is no virtue in the mere working out of consequences
from data and general principles.

(7) ARGUMENT FROM CONTINUITY IN THE NERVOUS SYSTEM. The nervous system is
certainly not a discrete state machine. A small error in the information about the size of a nervous
impulse impinging on a neuron, may make a large difference to the size of the outgoing impulse. It may
be argued that, this being so, one cannot expect to be able to mimic the behavior of the nervous system
with a discrete state system.

It is true that a discrete state machine must be different from a continuous machine. But if we adhere to
the conditions of the imitation game, the interrogator will not be able to take any advantage of this
difference. The situation can be made clearer if we consider some other simpler continuous machine. A
differential analyzer will do very well.



Page 48

(A differential analyzer is a certain kind of machine, not of the discrete state type, used for some types
of calculation.) Some of these provide their answers in a typed form, and so are suitable for taking part
in the game. It would not be possible for a digital computer to predict exactly what answers the
differential analyzer would give to a problem, but it would be quite capable of giving the right sort of
answer. For instance, if asked to give the value of 1t (actually about 3.1416) it would be reasonable to
choose at random between the values 3.12, 3.13, 3.14, 3.15, 3.16 with the probabilities of 0.05, 0.15,
0.55, 0.19, 0.06 (say). Under these circumstances it would be very difficult for the interrogator to
distinguish the differential analyzer from the digital computer.

(8) THE ARGUMENT FROM INFORMALITY OF BEHAVIOR. It is not possible to produce a set
of rules purporting to describe what a man should do in every conceivable set of circumstances. One
might for instance have a rule that one is to stop when one sees a red traffic light, and to go if one sees a
green one; but what if by some fault both appear together? One may perhaps decide that it is safest to
stop. But some further difficulty may well arise from this decision later. To attempt to provide rules of
conduct to cover every eventuality, even those arising from traffic lights, appears to be impossible. With
all this I agree.

From this it is argued that we cannot be machines. | shall try to reproduce the argument, but | fear | shall
hardly do it justice. It seems to run something like this: "If each man had a definite set of rules of
conduct by which he regulated his life he would be no better than a machine. But there are no such rules,
so men cannot be machines.” The undistributed middle is glaring. I do not think the argument is ever put
quite like this, but I believe this is the argument used nevertheless. There may however be a certain
confusion between "rules of conduct™ and "laws of behavior" to cloud the issue. By "rules of conduct” |
mean precepts such as "Stop if you see red lights"”, on which one can act, and of which one can be
conscious. By "laws of behavior" | mean laws of nature as applied to a man's body such as "if you pinch
him he will squeak”. If we substitute "laws of behavior which regulate his life" for "laws of conduct by
which he regulates his life" in the argument quoted the undistributed middle is no longer insuperable.
For we believe that it is not only true that being regulated by laws of behavior implies being some sort of
machine (though not necessarily a discrete state machine), but that conversely being such a machine
implies being regulated by such laws. However, we cannot so easily
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convince ourselves of the absence of complete laws of behavior as of complete rules of conduct. The
only way we know of for finding such laws is scientific observation, and we certainly know of no
circumstances under which we could say: "We have searched enough. There are no such laws."

We can demonstrate more forcibly that any such statement would be unjustified. For suppose we could
be sure of finding such laws if they existed. Then given a discrete state machine it should certainly be
possible to discover by observation sufficient about it to predict its future behavior, and this within a
reasonable time, say a thousand years. But this does not seem to be the case. | have set up on the
Manchester computer a small program using only 1000 units of storage, whereby the machine supplied
with one sixteen figure number replies with another within two seconds. | would defy anyone to learn
from these replies sufficient about the program to be able to predict any replies to untried values.

(9) THE ARGUMENT FROM EXTRA-SENSORY PERCEPTION. I assume that the reader is
familiar with the idea of extra-sensory perception, and the meaning of the four items of it, namely,
telepathy, clairvoyance, precognition and psychokinesis. These disturbing phenomena seem to deny all
our usual scientific ideas. How we should like to discredit them! Unfortunately the statistical evidence,
at least for telepathy, is overwhelming. It is very difficult to rearrange one's ideas so as to fit these new
facts in. Once one has accepted them it does not seem a very big step to believe in ghosts and bogies.
The idea that our bodies move simply according to the known laws of physics, together with some
others not yet discovered but somewhat similar, would be one of the first to go.

This argument is to my mind quite a strong one. One can say in reply that many scientific theories seem
to remain workable in practice, in spite of clashing with E.S.P.; that in fact one can get along very nicely
if one forgets about it. This is rather cold comfort, and one fears that thinking is just the kind of
phenomenon where E.S.P. may be especially relevant.

A more specific argument based on E.S.P. might run as follows: "Let us play the imitation game, using
as witnesses a man who is good as a telepathic receiver, and a digital computer. The interrogator can ask
such questions as 'What suit does the card in my right hand belong to?' The man by telepathy or
clairvoyance gives the right answer 130
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times out of 400 cards. The machine can only guess at random, and perhaps get 104 right, so the
interrogator makes the right identification.” There is an interesting possibility which opens here.
Suppose the digital computer contains a random number generator. Then it will be natural to use this to
decide what answer to give. But then the random number generator will be subject to the psychokinetic
powers of the interrogator. Perhaps this psychokinesis might cause the machine to guess right more
often then would be expected on a probability calculation, so that the interrogator might still be unable
to make the right identification. On the other hand, he might be able to guess right without any
questioning, by clairvoyance. With E.S.P. anything may happen.

If telepathy is admitted it will be necessary to tighten our test. The situation could be regarded as
analogous to that which would occur if the interrogator were talking to himself and one of the
competitors was listening with his ear to the wall. To put the competitors into a "telepathy-proof room"
would satisfy all requirements.

7 Learning machines

The reader will have anticipated that | have no very convincing arguments of a positive nature to support
my views. If | had I should not have taken such pains to point out the fallacies in contrary views. Such
evidence as | have | shall now give.

Let us return for a moment to Lady Lovelace's objection, which stated that the machine can only do
what we tell it to do. One could say that a man can "inject™ an idea into the machine, and that it will
respond to a certain extent and then drop into quiescence, like a piano string struck by a hammer.
Another simile would be an atomic pile of less than critical size: an injected idea is to correspond to a
neutron entering the pile from without. Each such neutron will cause a certain disturbance which
eventually dies away. If, however, the size of the pile is sufficiently increased, the disturbance caused by
such an incoming neutron will very likely go on and on, increasing until the whole pile is destroyed. Is
there a corresponding phenomenon for minds, and is there one for machines? There does seem to be one
for the human mind. The majority of them seem to be "subcritical™, that is, to correspond in this analogy
to piles of subcritical size. An idea presented to such a mind will on an average give rise to less than one
idea in reply. A smallish proportion are supercritical. An idea presented to such a mind
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may give rise to a whole "theory" consisting of secondary, tertiary and more remote ideas. Animals'
minds seem to be very definitely subcritical. Adhering to this analogy we ask, "Can a machine be made
to be supercritical?"

The "skin of an onion™" analogy is also helpful. In considering the functions of the mind or the brain we
find certain operations which we can explain in purely mechanical terms. This we say does not
correspond to the real mind: it is a sort of skin which we must strip off if we are to find the real mind.
But then in what remains we find a further skin to be stripped off, and so on. Proceeding in this way, do
we ever come to the "real” mind, or do we eventually come to the skin which has nothing in it? In the
latter case the whole mind is mechanical. (It would not be a discrete state machine however. We have
discussed this.)

These last two paragraphs do not claim to be convincing arguments. They should rather be described as
"recitations tending to produce belief".

The only really satisfactory support that can be given for the view expressed at the beginning of section
6 will be that provided by waiting for the end of the century and then doing the experiment described.
But what can we say in the meantime? What steps should be taken now if the experiment is to be
successful?

As | have explained, the problem is mainly one of programming. Advances in engineering will have to
made too, but it seems unlikely that these will not be adequate for the requirements. Estimates of the
storage capacity of the brain vary from 1010 to 1025 binary digits. | incline to the lower values and believe
that only a very small fraction is used for the higher types of thinking. Most of it is probably used for the
retention of visual impressions. | should be surprised if more than 109 was required for satisfactory
playing of the imitation game, at any rate against a blind man. (Note: The capacity of the Encyclopedia
Britannica, eleventh edition, is 2 x 109.) A storage capacity of 107 would be a very practicable
possibility even by present techniques. It is probably not necessary to increase the speed of operations of
the machines at all. Parts of modern machines which can be regarded as analogues of nerve cells work
about a thousand times faster than the latter. This should provide a "margin of safety" which could cover
losses of speed arising in many ways. Our problem then is to find out how to program these machines to
play the game. At my present rate of working | produce about a thousand digits of program a day, so that
about sixty
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workers, working steadily through the fifty years might accomplish the job, if nothing went into the
wastepaper basket. Some more expeditious method seems desirable.

In the process of trying to imitate an adult human mind we are bound to think a good deal about the
process which has brought it to the state that it is in. We may notice three components:

(@) The initial state of the mind, say at birth;
(b) The education to which it has been subjected; and
(c) Other experience, not to be described as education, to which it has been subjected.

Instead of trying to produce a program to simulate the adult mind, why not rather try to produce one
which simulates the child's? If this were then subjected to an appropriate course of education one would
obtain the adult brain. Presumably the child-brain is something like a notebook as one buys it from the
stationers. Rather little mechanism, and lots of blank sheets. (Mechanism and writing are from our point
of view almost synonymous.) Our hope is that there is so little mechanism in the child-brain that
something like it can be easily programmed. The amount of work in the education we can assume, as a
first approximation, to be much the same as for the human child.

We have thus divided our problem into two parts—the child—program and the education process. These
two remain very closely connected. We cannot expect to find a good child-machine at the first attempt.
One must experiment with teaching one such machine and see how well it learns. One can then try
another and see if it is better or worse. There is an obvious connection between this process and
evolution, by the identifications

Structure of the child-machine = Hereditary material
Changes of the child-machine = Mutations
Judgment of the experimenter = Natural selection

One may hope, however, that this process will be more expeditious than evolution. The survival of the
fittest is a slow method for measuring advantages. The experimenter, by the exercise of intelligence,
should be able to speed it up. Equally important is the fact that he is not restricted to random mutations.
If he can trace a cause for some weakness he can probably think of the kind of mutation which will
improve it.
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It will not be possible to apply exactly the same teaching process to the machine as to a normal child. It
will not, for instance, be provided with legs, so that it could not be asked to go out and fill the coal
scuttle. Possibly it might not have eyes. But however well these deficiencies might be overcome by
clever engineering, one could not send the creature to school without the other children making
excessive fun of it. It must be given some tuition. We need not be too concerned about the legs, eyes,
and so on. The example of Miss Helen Keller shows that education can take place provided that
communication in both directions between teacher and pupil can take place by some means or other.

We normally associate punishments and rewards with the teaching process. Some simple child-machines
can be constructed or programmed on this sort of principle. The machine has to be so constructed that
events which shortly preceded the occurrence of a punishment-signal are unlikely to be repeated,
whereas a reward-signal increases the probability of repetition of the events which led up to it. These
definitions do not presuppose any feelings on the part of the machine. | have done some experiments
with one such child-machine, and succeeded in teaching it a few things, but the teaching method was too
unorthodox for the experiment to be considered really successful.

The use of punishments and rewards can at best be a part of the teaching process. Roughly speaking, if
the teacher has no other means of communicating to the pupil, the amount of information which can
reach him does not exceed the total number of rewards and punishments applied. By the time a child has
learned to repeat "Casablanca™ he would probably feel very sore indeed, if the text could only be
discovered by a "Twenty Questions" technique, every "No" taking the form of a blow. It is necessary
therefore to have some other "unemotional™ channels of communication. If these are available it is
possible to teach a machine by punishments and rewards to obey orders given in some language, such as
a symbolic language. These orders are to be transmitted through the "unemotional” channels. The use of
this language will diminish greatly the number of punishments and rewards required.

Opinions may vary as to the complexity which is suitable in the child-machine. One might try to make it
as simple as possible consistently with the general principles. Alternatively one might have a complete
system of logical inference "built in™.2 In the latter case the store would be largely occupied with
definitions and propositions. The
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propositions would have various kinds of status, such as well-established facts, conjectures,
mathematically proved theorems, statements given by an authority, and expressions having the logical
form of a proposition but no belief-value. Certain propositions may be described as "imperatives". The
machine should be so constructed that as soon as an imperative is classed as "well-established" the
appropriate action automatically takes place. To illustrate this, suppose the teacher says to the machine,
"Do your homework now." This may cause "Teacher says 'Do your homework now' to be included
among the well-established facts. Another such fact might be, "Everything that teacher says is true".
Combining these may eventually lead to the imperative, "Do your homework now", being included
amongst the well-established facts, and this, by the construction of the machine, will mean that the
homework actually gets started; but the effect is very unsatisfactory. The processes of inference used by
the machine need not be such as would satisfy the most exacting logicians. There might, for instance, be
no hierarchy of types. But this need not mean that type fallacies will occur, any more than we are bound
to fall over unfenced cliffs. Suitable imperatives (expressed within the systems, not forming part of the
rules of the system) such as "Do not use a class unless it is a subclass of one which has been mentioned
by teacher" can have a similar effect to Do not go too near the edge."

The imperatives that can be obeyed by a machine that has no limbs are bound to be of a rather
intellectual character, as in the example (doing homework) given above. Important among such
imperatives will be ones which regulate the order in which the rules of the logical system concerned are
to be applied. For at each stage when one is using a logical system, there is a very large number of
alternative steps, any of which one is permitted to apply, so far as obedience to the rules of the logical
system is concerned. These choices make the difference between a brilliant and a footling reasoner, not
the difference between a sound and a fallacious one. Propositions leading to imperatives of this kind
might be "When Socrates is mentioned, use the syllogism in Barbara” or "If one method has been proved
to be quicker than another, do not use the slower method.” Some of these may be "given by authority™”,
but others may be produced by the machine itself, say by scientific induction.

The idea of a learning machine may appear paradoxical to some readers. How can the rules of operation
of the machine change? They should describe completely how the machine will react whatever its
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history might be, whatever changes it might undergo. The rules are thus quite time-invariant. This is
quite true. The explanation of the paradox is that the rules which get changed in the learning process are
of a rather less pretentious kind, claiming only an ephemeral validity. The reader may draw a parallel
with the Constitution of the United States.

An important feature of a learning machine is that its teacher will often be very largely ignorant of quite
what is going on inside, although he may still be able to some extent to predict his pupil's behavior. This
should apply most strongly to the later education of a machine arising from a child-machine of well-tried
design (or program). This is in clear contrast with normal procedure when using a machine to do
computations: one's object is then to have a clear mental picture of the state of the machine at each
moment in the computation. This object can only be achieved with a struggle. The view that "the
machine can only do what we know how to order it to do",3 appears strange in face of this. Most of the
programs which we can put into the machine will result in its doing something that we cannot make
sense of at all, or which we regard as completely random behavior. Intelligent behavior presumably
consists in a departure from the completely disciplined behavior involved in computation, but a rather
slight one, which does not give rise to random behavior, or to pointless repetitive loops. Another
important result of preparing our machine for its part in the imitation game by a process of teaching and
learning is that "human fallibility" is likely to be admitted in a rather natural way, that is, without special
"coaching”. (The reader should reconcile this with the point of view on p. 43.) Processes that are learned
do not produce a hundred percent certainty of result; if they did they could not be unlearned.

It is probably wise to include a random element in a learning machine (see p. 34). A random element is
rather useful when we are searching for a solution of some problem. Suppose for instance we wanted to
find a number between 50 and 200 which was equal to the square of the sum of its digits, we might start
at 51 then try 52 and go on until we got a number that worked. Alternatively we might choose numbers
at random until we got a good one. This method has the advantage that it is unnecessary to keep track of
the values that have been tried, but the disadvantage that one may try the same one twice; but this is not
very important if there are several solutions. The systematic method has the disadvantage that there may
be an enormous
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block without any solutions in the region which has to be investigated first. Now the learning process
may be regarded as a search for a form of behavior which will satisfy the teacher (or some other
criterion). Since there is probably a very large number of satisfactory solutions, the random method
seems to be better than the systematic. It should be noticed that it is used in the analogous process of
evolution. But there the systematic method is not possible. How could one keep track of the different
genetical combinations that had been tried, so as to avoid trying them again?

We may hope that machines will eventually compete with men in all purely intellectual fields. But
which are the best ones to start with? Even this is a difficult decision. Many people think that a very
abstract activity, like the playing of chess, would be best. It can also be maintained that it is best to
provide the machine with the best sense organs that money can buy, and then teach it to understand and
speak English. This process could follow the normal teaching of a child. Things would be pointed out
and named, and so on. Again | do not know what the right answer is, but I think both approaches should
be tried.

We can only see a short distance ahead, but we can see plenty there that needs to be done.

Notes

1. Possibly this view is heretical. St. Thomas Aquinas (Summa Theologica, quoted in Russell 1945, p.
458) states that God cannot make a man to have no soul. But this may not be a real restriction on His
powers, but only a result of the fact that men's souls are immortal, and therefore indestructible.

2. Or rather "programmed in" for our child-machine will be programmed in a digital computer. But the
logical system will not have to be learned.

3. Compare Lady Lovelace's statement (p. 46), which does not contain the word "only".
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True Believers:

The Intentional Strategy
and Why It Works

Daniel C. Dennett
1981

DEATH SPEAKS: There was a merchant in Baghdad who sent his servant to market to buy provisions and in a little
while the servant came back, white and trembling, and said: "Master, just now when | was in the market-place | was
jostled by a woman in the crowd and when I turned | saw it was Death that jostled me. She looked at me and made a
threatening gesture; now, lend me your horse, and | will ride away from this city and avoid my fate. I will go to
Samarra and there Death will not find me." The merchant lent him his horse, and the servant mounted it, and he dug
his spurs in its flanks and as fast as the horse could gallop he went. Then the merchant went down to the market-place
and he saw me standing in the crowd, and he came to me and said: "Why did you make a threatening gesture to my
servant when you saw him this morning?" "That was not a threatening gesture,” | said, "it was only a start of
surprise. | was astonished to see him in Baghdad, for | had an appointment with him tonight in Samarra."

W. Somerset Maugham

In the social sciences, talk about belief is ubiquitous. Since social scientists are typically self-conscious
about their methods, there is also a lot of talk about talk about belief And since belief is a genuinely
curious and perplexing phenomenon, showing many different faces to the world, there is abundant
controversy. Sometimes belief attribution appears to be a dark, risky, and imponderable
business—especially when exotic, and more particularly religious or superstitious, beliefs are in the
limelight. These are not the only troublesome cases; we also court argument and skepticism when we
attribute beliefs to nonhuman animals, or to infants, or to computers or robots. Or when the beliefs we
feel constrained to attribute to an apparently healthy adult
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member of our own society are contradictory, or even just wildly false. A biologist colleague of mine
was once called on the telephone by a man in a bar who wanted him to settle a bet. The man asked: "Are
rabbits birds?" "No" said the biologist. "Damn!" said the man as he hung up. Now could he really have
believed that rabbits were birds? Could anyone really and truly be attributed that belief? Perhaps, but it
would take a bit of a story to bring us to accept it.

In all of these cases, belief attribution appears beset with subjectivity, infected with cultural relativism,
prone to "indeterminacy of radical translation"—clearly an enterprise demanding special talents: the art
of phenomenological analysis, hermeneutics, empathy, Verstehen, and all that. On other occasions,
normal occasions, when familiar beliefs are the topic, belief attribution looks as easy as speaking prose
and as objective and reliable as counting beans in a dish. Particularly when these straightforward cases
are before us, it is quite plausible to suppose that in principle (if not yet in practice) it would be possible
to confirm these simple, objective belief attributions by finding something inside the believer's head—by
finding the beliefs themselves, in effect. "Look", someone might say, "either you believe there's milk in
the fridge or you don't believe there's milk in the fridge" (you might have no opinion, in the latter case).
But if you do believe this, that's a perfectly objective fact about you, and it must come down in the end
to your brain's being in some particular physical state. If we knew more about physiological psychology,
we could in principle determine the facts about your brain state and thereby determine whether or not
you believe there is milk in the fridge, even if you were determined to be silent or disingenuous on the
topic. In principle, on this view, physiological psychology could trump the results—or nonresults—of
any "black box" method in the social sciences that divines beliefs (and other mental features) by
behavioral, cultural, social, historical, external criteria.

These differing reflections congeal into two opposing views on the nature of belief attribution, and
hence on the nature of belief. The latter, a variety of realism, likens the question of whether a person has
a particular belief to the question of whether a person is infected with a particular virus—a perfectly
objective internal matter of fact about which an observer can often make educated guesses of great
reliability. The former, which we could call interpretationism if we absolutely had to give it a name,
likens the question of whether a person has a particular belief to the question of whether a person is
immoral, or has style,
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or talent, or would make a good wife. Faced with such questions, we preface our answers with "well, it
all depends on what you're interested in", or make some similar acknowledgment of the relativity of the
issue. "It's a matter of interpretation”, we say. These two opposing views, so baldly stated, do not fairly
represent any serious theorists' positions, but they do express views that are typically seen as mutually
exclusive and exhaustive; the theorist must be friendly with one and only one of these themes.

I think this is a mistake. My thesis will be that while belief is a perfectly objective phenomenon (that
apparently makes me a realist), it can be discerned only from the point of view of one who adopts a
certain predictive strategy, and its existence can be confirmed only by an assessment of the success of
that strategy (that apparently makes me an interpretationist).

First | will describe the strategy, which I call the intentional strategy or adopting the intentional stance.
To a first approximation, the intentional strategy consists of treating the object whose behavior you want
to predict as a rational agent with beliefs and desires and other mental states exhibiting what Brentano
and others call intentionality. The strategy has often been described before, but I shall try to put this very
familiar material in a new light by showing how it works and by showing how well it works.

Then | will argue that any object—or as | shall say, any system—whose behavior is well predicted by
this strategy is in the fullest sense of the word a believer. What it is to be a true believer is to be an
intentional system, a system whose behavior is reliably and voluminously predictable via the intentional
strategy. | have argued for this position before (1971/78, 1976/78, 1978a), and my arguments have so far
garnered few converts and many presumed counterexamples. | shall try again here, harder, and shall also
deal with several compelling objections.

1 The intentional strategy and how it works

There are many strategies, some good, some bad. Here is a strategy, for instance, for predicting the
future behavior of a person: determine the date and hour of the person's birth and then feed this modest
datum into one or another astrological algorithm for generating predictions of the person's prospects.
This strategy is deplorably popular. Its popularity is deplorable only because we have such good reasons
for believing
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that it does not work (pace Feyerabend 1978). When astrological predictions come true this is sheer
luck, or the result of such vagueness or ambiguity in the prophecy that almost any eventuality can be
construed to confirm it. But suppose the astrological strategy did in fact work well on some people. We
could call those people astrological systems—systems whose behavior was, as a matter of fact,
predictable by the astrological strategy. If there were such people, such astrological systems, we would
be more interested than most of us in fact are in how the astrological strategy works—that is, we would
be interested in the rules, principles, or methods of astrology. We could find out how the strategy works
by asking astrologers, reading their books, and observing them in action. But we would also be curious
about why it worked. We might find that astrologers had no useful opinions about this latter
question—they either had no theory of why it worked or their theories were pure hokum. Having a good
strategy is one thing; knowing why it works is another.

So far as we know, however, the class of astrological systems is empty; so the astrological strategy is of
interest only as a social curiosity. Other strategies have better credentials. Consider the physical strategy,
or physical stance; if you want to predict the behavior of a system, determine its physical constitution
(perhaps all the way down to the microphysical level) and the physical nature of the impingements upon
it, and use your knowledge of the laws of physics to predict the outcome for any input. This is the grand
and impractical strategy of Laplace for predicting the entire future of everything in the universe; but it
has more modest, local, actually usable versions. The chemist or physicist in the laboratory can use this
strategy to predict the behavior of exotic materials, but equally the cook in the kitchen can predict the
effect of leaving the pot on the burner too long. The strategy is not always practically available, but that
it will always work in principle is a dogma of the physical sciences. (I ignore the minor complications
raised by the subatomic indeterminacies of quantum physics.)

Sometimes, in any event, it is more effective to switch from the physical stance to what | call the design
stance, where one ignores the actual (possibly messy) details of the physical constitution of an object,
and, on the assumption that it has a certain design, predicts that it will behave as it is designed to behave
under various circumstances. For instance, most users of computers have not the foggiest idea what
physical principles are responsible for the computer's highly reliable, and hence predictable, behavior.
But if they have a good idea of what
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the computer is designed to do (a description of its operation at any one of the many possible levels of
abstraction), they can predict its behavior with great accuracy and reliability, subject to disconfirmation
only in the cases of physical malfunction. Less dramatically, almost anyone can predict when an alarm
clock will sound on the basis of the most casual inspection of its exterior. One does not know or care to
know whether it is spring wound, battery driven, sunlight powered, made of brass wheels and jewel
bearings or silicon chips—one just assumes that it is designed so that the alarm will sound when it is set
to sound, and it is set to sound where it appears to be set to sound, and the clock will keep on running
until that time and beyond, and is designed to run more or less accurately, and so forth. For more
accurate and detailed design stance predictions of the alarm clock, one must descend to a less abstract
level of description of its design; for instance, to the level at which gears are described, but their material
Is not specified.

Only the designed behavior of a system is predictable from the design stance, of course. If you want to
predict the behavior of an alarm clock when it is pumped full of liquid helium, revert to the physical
stance. Not just artifacts but also many biological objects (plants and animals, kidneys and hearts,
stamens and pistils) behave in ways that can be predicted from the design stance. They are not just
physical systems but designed systems.

Sometimes even the design stance is practically inaccessible, and then there is yet another stance or
strategy one can adopt: the intentional stance. Here is how it works: first you decide to treat the object
whose behavior is to be predicted as a rational agent; then you figure out what beliefs that agent ought to
have, given its place in the world and its purpose. Then you figure out what desires it ought to have, on
the same considerations, and finally you predict that this rational agent will act to further its goals in the
light of its beliefs. A little practical reasoning from the chosen set of beliefs and desires will in
many—nbut not all—instances yield a decision about what the agent ought to do; that is what you predict
the agent will do.

The strategy becomes clearer with a little elaboration. Consider first how we go about populating each
other's heads with beliefs. A few truisms: sheltered people tend to be ignorant; if you expose someone to
something he comes to know all about it. In general, it seems, we come to believe all the truths about the
parts of the world around us we are put in a position to learn about. Exposure to x—that is, sensory
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confrontation with x over some suitable period of time—is the normally sufficient condition for knowing
(or having true beliefs) about x. As we say, we come to know all about the things around us. Such
exposure is only normally sufficient for knowledge, but this is not the large escape hatch it might
appear; our threshold for accepting abnormal ignorance in the face of exposure is quite high. "I didn't
know the gun was loaded", said by one who was observed to be present, sighted, and awake during the
loading, meets with a variety of utter skepticism that only the most outlandish supporting tale could
overwhelm.

Of course we do not come to learn or remember all the truths our sensory histories avail us. In spite of
the phrase "know all about", what we come to know, normally, are only all the relevant truths our
sensory histories avail us. | do not typically come to know the ratio of spectacle-wearing people to
trousered people in a room | inhabit, though if this interested me, it would be readily learnable. It is not
just that some facts about my environment are below my thresholds of discrimination or beyond the
integration and holding power of my memory (such as the height in inches of all the people present), but
that many perfectly detectable, graspable, memorable facts are of no interest to me and hence do not
come to be believed by me. So one rule for attributing beliefs in the intentional strategy is this: attribute
as beliefs all the truths relevant to the system's interests (or desires) that the system's experience to date
has made available. This rule leads to attributing somewhat too much—since we all are somewhat
forgetful, even of important things. It also fails to capture the false beliefs we are all known to have. But
the attribution of false belief, any false belief, requires a special genealogy, which will be seen to consist
in the main in true beliefs. Two paradigm cases: S believes (falsely) that p, because S believes (truly)
that Jones told him that p, that Jones is pretty clever, that Jones did not intend to deceive him, ... and so
on. Second case: S believes (falsely) that there is a snake on the barstool, because S believes (truly) that
he seems to see a snake on the barstool, is himself sitting in a bar not a yard from the barstool he sees,
and so forth. The falsehood has to start somewhere: the seed may be sown in hallucination, illusion, a
normal variety of simple misperception, memory deterioration, or deliberate fraud, for instance; but the
false beliefs that are reaped grow in a culture medium of true beliefs.

Then there are the arcane and sophisticated beliefs, true and false, that are so often at the focus of
attention in discussions of belief attribution. They do not arise directly, goodness knows, from exposure
to
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mundane things and events, but their attribution requires tracing out a lineage of mainly good argument
or reasoning from the bulk of beliefs already attributed. An implication of the intentional strategy, then,
Is that true believers mainly believe truths. If anyone could devise an agreed-upon method of
individuating and counting beliefs (which I doubt very much), we would see that all but the smallest

portion (say, less than ten percent) of a person's beliefs were attributable under our first rule.1

Note that this rule is a derived rule, an elaboration and further specification of the fundamental rule:
attribute those beliefs the system ought to have. Note also that the rule interacts with the attribution of
desires. How do we attribute the desires (preferences, goals, interests) on whose basis we will shape the
list of beliefs? We attribute the desires the system ought to have. That is the fundamental rule. It
dictates, on a first pass, that we attribute the familiar list of highest, or most basic, desires to people:
survival, absence of pain, food, comfort, procreation, entertainment. Citing any one of these desires
typically terminates the "Why?" game of reason giving. One is not supposed to need an ulterior motive
for desiring comfort or pleasure or the prolongation of one's existence. Derived rules of desire
attribution interact with belief attributions. Trivially, we have the rule: attribute desires for those things a
system believes to be good for it. Somewhat more informatively, attribute desires for those things a
system believes to be best means to other ends it desires. The attribution of bizarre and detrimental
desires thus requires, like the attribution of false beliefs, special stories.

The interaction between belief and desire becomes trickier when we consider what desires we attribute
on the basis of verbal behavior. The capacity to express desires in language opens the floodgates of
desire attribution. "I want a two-egg mushroom omelet, some French bread and butter, and a half bottle
of lightly chilled white Burgundy." How could one begin to attribute a desire for anything so specific in
the absence of such verbal declaration? How, indeed, could a creature come to contract such a specific
desire without the aid of language? Language enables us to formulate highly specific desires, but it also
forces us on occasion to commit ourselves to desires altogether more stringent in their conditions of
satisfaction than anything we would otherwise have any reason to endeavor to satisfy. Since in order to
get what you want you often have to say what you want, and since you often cannot say what you want
without saying something more
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specific than you antecedently mean, you often end up giving others evidence (the very best of evidence,
your unextorted word) that you desire things or states of affairs far more particular than would satisfy
you—or better, than would have satisfied you, for once you have declared, being a man of your word,
you acquire an interest in satisfying exactly the desire you declared and no other.

"I'd like some baked beans, please."
"Yes sir. How many?"

You might well object to having such a specification of desire demanded of you, but in fact we are all
socialized to accede to similar requirements in daily life—to the point of not noticing it, and certainly
not feeling oppressed by it. I dwell on this because it has a parallel in the realm of belief, where our
linguistic environment is forever forcing us to give—or concede—precise verbal expression to
convictions that lack the hard edges verbalization endows them with (see Dennett 1969, pp. 184-85,
1978a). By concentrating on the results of this social force, while ignoring its distorting effect, one can
easily be misled into thinking that it is obvious that beliefs and desires are rather like sentences stored in
the head. Being language-using creatures, it is inevitable that we should often come to believe that some
particular, actually formulated, spelled, and punctuated sentence is true, and that on other occasions we
should come to want such a sentence to come true; but these are special cases of belief and desire and as
such may not be reliable models for the whole domain.

That is enough, on this occasion, about the principles of belief and desire attribution to be found in the
intentional strategy. What about the rationality one attributes to an intentional system? One starts with
the ideal of perfect rationality and revises downward as circumstances dictate. That is, one starts with
the assumption that people believe all the implications of their beliefs and believe no contradictory pairs
of beliefs. This does not create a practical problem of clutter (infinitely many implications, for instance),
for one is interested only in ensuring that the system one is predicting is rational enough to get to the
particular implications that are relevant to its behavioral predicament of the moment. Instances of
irrationality, or of finitely powerful capacities of inferences, raise particularly knotty problems of
interpretation, which | will set aside on this occasion (see Dennett 1981/87b and Cherniak 1986).
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For | want to turn from the description of the strategy to the question of its use. Do people actually use
this strategy? Yes, all the time. There may someday be other strategies for attributing belief and desire
and for predicting behavior, but this is the only one we all know now. And when does it work? It works
with people almost all the time. Why would it not be a good idea to allow individual Oxford colleges to
create and grant academic degrees whenever they saw fit? The answer is a long story, but very easy to
generate. And there would be widespread agreement about the major points. We have no difficulty
thinking of the reasons people would then have for acting in such ways as to give others reasons for
acting in such ways as to give others reasons for ... creating a circumstance we would not want. Our use
of the intentional strategy is so habitual and effortless that the role it plays in shaping our expectations
about people is easily overlooked. The strategy also works on most other mammals most of the time. For
instance, you can use it to design better traps to catch those mammals, by reasoning about what the
creature knows or believes about various things, what it prefers, what it wants to avoid. The strategy
works on birds, and on fish, and on reptiles, and on insects and spiders, and even on such lowly and
unenterprising creatures as clams (once a clam believes there is danger about, it will not relax its grip on
its closed shell until it is convinced that the danger has passed). It also works on some artifacts: the chess-
playing computer will not take your knight because it knows that there is a line of ensuing play that
would lead to losing its rook, and it does not want that to happen. More modestly, the thermostat will
turn off the boiler as soon as it comes to believe the room has reached the desired temperature.

The strategy even works for plants. In a locale with late spring storms, you should plant apple varieties
that are particularly cautious about concluding that it is spring—which is when they want to blossom, of
course. It even works for such inanimate and apparently undesigned phenomena as lightning. An
electrician once explained to me how he worked out how to protect my underground water pump from
lightning damage: lightning, he said, always wants to find the best way to ground, but sometimes it gets
tricked into taking second-best paths. You can protect the pump by making another, better path more
obvious to the lightning.
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2 True believers as intentional systems



Now clearly this is a motley assortment of "serious" belief attributions, dubious belief attributions,
pedagogically useful metaphors, facons de parler, and, perhaps worse, outright frauds. The next task
would seem to be distinguishing those intentional systems that really have beliefs and desires from those
we may find it handy to treat as if they had beliefs and desires. But that would be a Sisyphean labor, or
else would be terminated by fiat. A better understanding of the phenomenon of belief begins with the
observation that even in the worst of these cases, even when we are surest that the strategy works for the
wrong reasons, it is nevertheless true that it does work, at least a little bit. This is an interesting fact,
which distinguishes this class of objects, the class of intentional systems, from the class of objects for
which the strategy never works. But is this so? Does our definition of an intentional system exclude any
objects at all? For instance, it seems the lectern in this lecture room can be construed as an intentional
system, fully rational, believing that it is currently located at the center of the civilized world (as some of
you may also think), and desiring above all else to remain at that center. What should such a rational
agent so equipped with belief and desire do? Stay put, clearly—which is just what the lectern does. |
predict the lectern's behavior, accurately, from the intentional stance, so is it an intentional system? If it
Is, anything at all is.

What should disqualify the lectern? For one thing, the strategy does not recommend itself in this case,
for we get no predictive power from it that we did not antecedently have. We already knew what the
lectern was going to do—namely nothing—and tailored the beliefs and desires to fit in a quite
unprincipled way. In the case of people or animals or computers, however, the situation is different. In
these cases often the only strategy that is at all practical is the intentional strategy; it gives us predictive
power we can get by no other method. But, it will be urged, this is no difference in nature, but merely a
difference that reflects upon our limited capacities as scientists. The Laplacean omniscient physicist
could predict the behavior of a computer—or of a live human body, assuming it to be ultimately
governed by the laws of physics—without any need for the risky, short-cut methods of either the design
or intentional strategies. For people of limited mechanical aptitude, the intentional interpretation of a
simple thermostat is a handy and largely innocuous crutch, but the engineers among us can quite fully
grasp its internal operation without the aid of this
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anthropomorphizing. It may be true that the cleverest engineers find it practically impossible to maintain
a clear conception of more complex systems, such as a time-sharing computer system or remote-
controlled space probe, without lapsing into an intentional stance (and viewing these devices as asking
and telling, trying and avoiding, wanting and believing), but this is just a more advanced case of human
epistemic frailty. We would not want to classify these artifacts with the true believers—ourselves—on
such variable and parochial grounds, would we? Would it not be intolerable to hold that some artifact or
creature or person was a believer from the point of view of one observer, but not a believer at all from
the point of view of another, cleverer observer? That would be a particularly radical version of
interpretationism, and some have thought I espoused it in urging that belief be viewed in terms of the
success of the intentional strategy. | must confess that my presentation of the view has sometimes
invited that reading, but | now want to discourage it. The decision to adopt the intentional stance is free,
but the facts about the success or failure of the stance, were one to adopt it, are perfectly objective.

Once the intentional strategy is in place, it is an extraordinarily powerful tool in prediction—a fact that
Is largely concealed by our typical concentration on the cases in which it yields dubious or unreliable
results. Consider, for instance, predicting moves in a chess game. What makes chess an interesting
game, one can see, is the unpredictability of one's opponent's moves, except in those cases where moves
are "forced"—where there is clearly one best move—typically the least of the available evils. But this
unpredictability is put in context when one recognizes that in the typical chess situation there are very
many perfectly legal and hence available moves, but only a few—perhaps half a dozen—with anything
to be said for them, and hence only a few high-probability moves according to the intentional strategy.
Even when the intentional strategy fails to distinguish a single move with a highest probability, it can
dramatically reduce the number of live options.

The same feature of the intentional strategy is apparent when it is applied to "real world" cases. It is
notoriously unable to predict the exact purchase and sell decisions of stock traders, for instance, or the
exact sequence of words a politician will utter when making a scheduled speech. But one's confidence
can be very high indeed about slightly less specific predictions: that the particular trader will not buy
utilities today, or that the politician will side with the unions against his
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party, for example. This inability to predict fine-grained descriptions of actions, looked at another way,
Is a source of strength for the intentional strategy, for it is this neutrality with regard to details of
implementation that permits one to exploit the intentional strategy in complex cases, for instance, in
chaining predictions (see Dennett 1978). Suppose the US secretary of State were to announce he was a
paid agent of the KGB. What an unparalleled event! How unpredictable its consequences! Yet in fact we
can predict dozens of not terribly interesting but perfectly salient consequences, and consequences of
consequences. The President would confer with the rest of the Cabinet, which would support his
decision to relieve the Secretary of State of his duties pending the results of various investigations,
psychiatric and political, and all this would be reported at a news conference to people who would write
stories that would be commented upon in editorials that would be read by people who would write
letters to the editors, and so forth. None of that is daring prognostication, but note that it describes an arc
of causation in space-time that could not be predicted under any description by any imaginable practical
extension of physics or biology.

The power of the intentional strategy can be seen even more sharply with the aid of an objection first
raised by Robert Nozick some years ago. Suppose, he suggested, some beings of vastly superior
intelligence—from Mars, let us say—were to descend upon us, and suppose that we were to them as
simple thermostats are to clever engineers. Suppose, that is, that they did not need the intentional
stance—or even the design stance—to predict our behavior in all its detail. They can be supposed to be
Laplacean super-physicists, capable of comprehending the activity on Wall Street, for instance, at the
microphysical level. Where we see brokers and buildings and sell orders and bids, they see vast
congeries of subatomic particles milling about—and they are such good physicists that they can predict
days in advance what ink marks will appear each day on the paper tape labeled "Closing Dow Jones
Industrial Average". They can predict the individual behaviors of all the various moving bodies they
observe without ever treating any of them as intentional systems. Would we be right then to say that
from their point of view we really were not believers at all (any more than a simple thermostat is)? If so,
then our status as believers is nothing objective, but rather something in the eye of the
beholder—provided the beholder shares our intellectual limitations.
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Our imagined Martians might be able to predict the future of the human race by Laplacean methods, but
if they did not also see us as intentional systems, they would be missing something perfectly objective:
the patterns in human behavior that are describable from the intentional stance, and only from that
stance, and that support generalizations and predictions. Take a particular instance in which the Martians
observe a stockbroker deciding to place an order for 500 shares of General Motors. They predict the
exact motions of his fingers as he dials the phone and the exact vibrations of his vocal cords as he
intones his order. But if the Martians do not see that indefinitely many different patterns of finger
motions and vocal cord vibrations—even the motions of indefinitely many different individuals—could
have been substituted for the actual particulars without perturbing the subsequent operation of the
market, then they have failed to see a real pattern in the world they are observing. Just as there are
indefinitely many ways of being a spark plug—and one has not understood what an internal combustion
engine is unless one realizes that a variety of different devices can be screwed into these sockets without
affecting the performance of the engine—so there are indefinitely many ways of ordering 500 shares of
General Motors, and there are societal sockets in which one of these ways will produce just about the
same effect as any other. There are also societal pivot points, as it were, where which way people go
depends on whether they believe that p, or desire A, and does not depend on any of the other infinitely
many ways they may be alike or different.

Suppose, pursuing our Martian fantasy a little further, that one of the Martians were to engage in a
predicting contest with an Earthling. The Earthling and the Martian observe (and observe each other
observing) a particular bit of local physical transaction. From the Earthling's point of view, this is what
Is observed. The telephone rings in Mrs. Gardner's kitchen. She answers, and this is what she says: "Oh,
hello dear. You're coming home early? Within the hour? And bringing the boss to dinner? Pick up a
bottle of wine on the way home then, and drive carefully.” On the basis of this observation, our
Earthling predicts that a large metallic vehicle with rubber tires will come to a stop on the drive within
one hour, disgorging two human beings, one of whom will be holding a paper bag containing a bottle
containing an alcoholic fluid. The prediction is a bit risky, perhaps, but a good bet on all counts. The
Martian makes the same prediction, but has to avail himself of much more information about an
extraordinary number of
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interactions of which, so far as he can tell, the Earthling is entirely ignorant. For instance, the
deceleration of the vehicle at intersection A, five miles from the house, without which there would have
been a collision with another vehicle—whose collision course had been laboriously calculated over
some hundreds of meters by the Martian. The Earthling's performance would look like magic! How did
the Earthling know that the human being who got out of the car and got the bottle in the shop would get
back in? The coming true of the Earthling's prediction, after all the vagaries, intersections, and branches
in the paths charted by the Martian, would seem to anyone bereft of the intentional strategy as marvelous
and inexplicable as the fatalistic inevitability of the appointment in Samarra. Fatalists—for instance,
astrologers—believe that there is a pattern in human affairs that is inexorable, that will impose itself
come what may, that is, no matter how the victims scheme and second-guess, no matter how they twist
and turn in their chains. These fatalists are wrong, but they are almost right. There are patterns in human
affairs that impose themselves, not quite inexorably but with great vigor, absorbing physical
perturbations and variations that might as well be considered random; these are the patterns that we
characterize in terms of the beliefs, desires, and intentions of rational agents.

No doubt you will have noticed, and been distracted by, a serious flaw in our thought experiment: the
Martian is presumed to treat his Earthling opponent as an intelligent being like himself, with whom
communication is possible, a being with whom one can make a wager, against whom one can compete.
In short, a being with beliefs (such as the belief he expressed in his prediction) and desires (such as the
desire to win the prediction contest). So if the Martian sees the pattern in one Earthling, how can he fail
to see it in the others? As a bit of narrative, our example could be strengthened by supposing that our
Earthling cleverly learned Martian (which is transmitted by X-ray modulation) and disguised himself as
a Martian, counting on the species—chauvinism of these otherwise brilliant aliens to permit him to pass
as an intentional system while not giving away the secret of his fellow human beings. This addition
might get us over a bad twist in the tale, but might obscure the moral to be drawn: namely, the
unavoidability of the intentional stance with regard to oneself and one's fellow intelligent beings. This
unavoidability is itself interest relative; it is perfectly possible to adopt a physical stance, for instance,
with regard to an intelligent being, oneself included, but not to the exclusion of
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maintaining at the same time an intentional stance with regard to oneself at a minimum, and one's
fellows if one intends, for instance, to learn what they know (a point that has been powerfully made by
Stuart Hampshire in a number of writings). We can perhaps suppose our super-intelligent Martians fail
to recognize us as intentional systems, but we cannot suppose them to lack the requisite concepts.2 If
they observe, theorize, predict, communicate, they view themselves as intentional systems.3 Where there
are intelligent beings, the patterns must be there to be described, whether or not we care to see them.

It is important to recognize the objective reality of the intentional patterns discernible in the activities of
intelligent creatures, but also important to recognize the incompleteness and imperfections in the
patterns. The objective fact is that the intentional strategy works as well as it does, which is not
perfectly. No one is perfectly rational, perfectly unforgetful, all-observant, or invulnerable to fatigue,
malfunction, or design imperfection. This leads inevitably to circumstances beyond the power of the
intentional strategy to describe, in much the same way that physical damage to an artifact, such as a
telephone or an automobile, may render it indescribable by the normal design terminology for that
artifact. How do you draw the schematic wiring diagram of an audio amplifier that has been partially
melted, or how do you characterize the program state of a malfunctioning computer? In cases of even
the mildest and most familiar cognitive pathology—where people seem to hold contradictory beliefs or
to be deceiving themselves, for instance—the canons of interpretation of the intentional strategy fail to
yield clear, stable verdicts about which beliefs and desires to attribute to a person.

Now a strong realist position on beliefs and desires would claim that in these cases the person in
question really does have some particular beliefs and desires which the intentional strategy, as | have
described it, is simply unable to divine. On the milder sort of realism | am advocating, there is no fact of
the matter of exactly which beliefs and desires a person has in these degenerate cases, but this is not a
surrender to relativism or subjectivism, for when and why there is no fact of the matter is itself a matter
of objective fact. On this view one can even acknowledge the interest relativity of belief attributions and
grant that given the different interests of different cultures, for instance, the beliefs and desires one
culture would attribute to a member might be quite different from the beliefs and desires another culture
would attribute to the very same person. But supposing that were so in a particular case, there
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would be the further facts about how well each of the rival intentional strategies worked for predicting
the behavior of that person. We can be sure in advance that no intentional interpretation of an individual
will work to perfection, and it may be that two rival schemes are about equally good, and better than any
others we can devise. That this is the case is itself something about which there can be a fact of the
matter. The objective presence of one pattern (with whatever imperfections) does not rule out the
objective presence of another pattern (with whatever imperfections).

The bogey of radically different interpretations with equal warrant from the intentional strategy is
theoretically important—one might better say metaphysically important—nbut practically negligible once
one restricts one's attention to the largest and most complex intentional systems we know: human
beings.4

Until now | have been stressing our kinship to clams and thermostats, in order to emphasize a view of
the logical status of belief attribution, but the time has come to acknowledge the obvious differences and
say what can be made of them. The perverse claim remains: all there is to being a true believer is being
a system whose behavior is reliably predictable via the intentional strategy, and hence all there is to
really and truly believing that p (for any proposition p) is being an intentional system for which p occurs
as a belief in the best (most predictive) interpretation. But once we turn out attention to the truly
interesting and versatile intentional systems, we see that this apparently shallow and instrumentalistic
criterion of belief puts a severe constraint on the internal constitution of a genuine believer, and thus
yields a robust version of belief after all.

Consider the lowly thermostat, as degenerate a case of intentional system as could conceivably hold our
attention for more than a moment. Going along with the gag, we might agree to grant it the capacity for
about half a dozen different beliefs and fewer desires—it can believe the room is too cold or too hot, that
the boiler is on or off, and that if it wants the room warmer it should turn on the boiler, and so forth. But
surely this is imputing too much to the thermostat; it has no concept of heat or of a boiler, for instance.
So suppose we de-interpret its beliefs and desires: it can believe the A is too F or G, and if it wants the
A to be more F it should do K, and so forth. After all, by attaching the thermostatic control mechanism
to different input and output devices, it could be made to regulate the amount of water in a tank, or the
speed of a train, for instance. Its attachment to a heat-
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sensitive transducer and a boiler is too impoverished a link to the world to grant any rich semantics to its
belief-like states.

But suppose we then enrich these modes of attachment. Suppose we give it more than one way of
learning about the temperature, for instance. We give it an eye of sorts that can distinguish huddled,
shivering occupants of the room and an ear so that it can be told how cold it is. We give it some facts
about geography so that it can conclude that is probably in a cold place if it learns that its spatio-
temporal location is Winnipeg in December. Of course giving it a visual system that is multipurpose and
general—not a mere shivering—object detector—will require vast complications of its inner structure.
Suppose we also give our system more behavioral versatility: it chooses the boiler fuel, purchases it
from the cheapest and most reliable dealer, checks the weather stripping, and so forth. This adds another
dimension of internal complexity; it gives individual belief-like states more to do, in effect, by providing
more and different occasions for their derivation or deduction from other states, and by providing more
and different occasions for them to serve as premises for further reasoning. The cumulative effect of
enriching these connections between the device and the world in which it resides is to enrich the
semantics of its dummy predicates, F and G and the rest. The more of this we add, the less amenable our
device becomes to serving as the control structure of anything other than a room-temperature
maintenance system. A more formal way of saying this is that the class of indistinguishably satisfactory
models of the formal system embodied in its internal states gets smaller and smaller as we add such
complexities; the more we add, the richer or more demanding or specific the semantics of the system,
until eventually we reach systems for which a unique semantic interpretation is practically (but never in
principle) dictated (see Hayes 1979). At that point we say this device (or animal or person) has beliefs
about heat and about this very room, and so forth, not only because of the system's actual location in,
and operations on, the world, but because we cannot imagine another niche in which it could be placed
where it would work (see also Dennett 1982/87 and 1987a).

Our original simple thermostat had a state we called a belief about a particular boiler, to the effect that it
was on or off. Why about that boiler? Well, what other boiler would you want to say it was about? The
belief is about the boiler because it is fastened to the boiler.5> Given the actual, if minimal, causal link to
the world that happened to be in effect, we could endow a state of the device with meaning (of a sort)
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and truth conditions, but it was altogether too easy to substitute a different minimal link and completely
change the meaning (in this impoverished sense) of that internal state. But as systems become
perceptually richer and behaviorally more versatile, it becomes harder and harder to make substitutions
in the actual links of the system to the world without changing the organization of the system itself. If
you change its environment, it will notice, in effect, and make a change in its internal state in response.
There comes to be a two-way constraint of growing specificity between the device and the environment.
Fix the device in any one state and it demands a very specific environment in which to operate properly
(you can no longer switch it easily from regulating temperature to regulating speed or anything else); but
at the same time, if you do not fix the state it is in, but just plunk it down in a changed environment, its
sensory attachments will be sensitive and discriminative enough to respond appropriately to the change,
driving the system into a new state, in which it will operate effectively in the new environment. There is
a familiar way of alluding to this tight relationship that can exist between the organization of a system
and its environment: you say that the organism continuously mirrors the environment, or that there is a
representation of the environment in—or implicit in—the organization of the system.

It is not that we attribute (or should attribute) beliefs and desires only to things in which we find internal
representations, but rather that, when we discover some object for which the intentional strategy works,
we endeavor to interpret some of its internal states or processes as internal representations. What makes
some internal feature of a thing a representation could only be its role in regulating the behavior of an
intentional system.

Now the reason for stressing our kinship with the thermostat should be clear. There is no magic moment
in the transition from a simple thermostat to a system that really has an internal representation of the
world around it. The thermostat has a minimally demanding representation of the world, fancier
thermostats have more demanding representations of the world, fancier robots for helping around the
house would have still more demanding representations of the world. Finally you reach us. We are so
multifariously and intricately connected to the world that almost no substitution is possible—though it is
clearly imaginable in a thought experiment. Hilary Putnam imagines the planet Twin Earth, which is just
like Earth right down to the scuff marks on the shoes of the Twin Earth replica of your neighbor, but
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which differs from Earth in some property that is entirely beneath the thresholds of your capacities to
discriminate. (What they call water on Twin Earth has a different chemical analysis.) Were you to be
whisked instantaneously to Twin Earth and exchanged for your Twin Earth replica, you would never be
the wiser—just like the simple control system that cannot tell whether it is regulating temperature,
speed, or volume of water in a tank. It is easy to devise radically different Twin Earths for something as
simple and sensorily deprived as a thermostat, but your internal organization puts a much more stringent
demand on substitution. Your Twin Earth and Earth must be virtual replicas or you will change state
dramatically on arrival.

So which boiler are your beliefs about when you believe the boiler is on? Why, the boiler in your cellar
(rather than its twin on Twin Earth, for instance). What other boiler would your beliefs be about? The
completion of the semantic interpretation of your beliefs, fixing the referents of your beliefs, requires, as
in the case of the thermostat, facts about your actual embedding in the world. The principles, and
problems, of interpretation that we discover when we attribute beliefs to people are the same principles
and problems we discover when we look at the ludicrous, but blessedly simple, problem of attributing
beliefs to a thermostat. The differences are of degree, but nevertheless of such great degree that
understanding the internal organization of a simple intentional system gives one very little basis for
understanding the internal organization of a complex intentional system, such as a human being.

3 Why does the intentional strategy work?

When we turn to the question of why the intentional strategy works as well as it does, we find that the
guestion is ambiguous, admitting of two very different sorts of answer. If the intentional system is a
simple thermostat, one answer is simply this: the intentional strategy works because the thermostat is
well designed; it was designed to be a system that could be easily and reliably comprehended and
manipulated from this stance. That is true, but not very informative, if what we are after are the actual
features of its design that explain its performance. Fortunately, however, in the case of a simple
thermostat those features are easily discovered and understood, so the other answer to our why question,
which is really an answer about how the machinery works, is readily available.
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If the intentional system in question is a person, there is also an ambiguity in our question. The first
answer to the question of why the intentional strategy works is that evolution has designed human
beings to be rational, to believe what they ought to believe and want what they ought to want. The fact
that we are products of a long and demanding evolutionary process guarantees that using the intentional
strategy on us is a safe bet. This answer has the virtues of truth and brevity, but it is also strikingly
uninformative. The more difficult version of the question asks, in effect, how the machinery which
Nature has provided us works. And we cannot yet give a good answer to that question. We just do not
know. We do know how the strategy works, and we know the easy answer to the question of why it
works, but knowing these does not help us much with the hard answer.

It is not that there is any dearth of doctrine, however. A Skinnerian behaviorist, for instance, would say
that the strategy works because its imputations of beliefs and desires are shorthand, in effect, for as yet
unimaginably complex descriptions of the effects of prior histories of response and reinforcement. To
say that someone wants some ice cream is to say that in the past the ingestion of ice cream has been
reinforced in him by the results, creating a propensity under certain background conditions (also too
complex to describe) to engage in ice cream-acquiring behavior. In the absence of detailed knowledge of
those historical facts we can nevertheless make shrewd guesses on inductive grounds; these guesses are
embodied in our intentional stance claims. Even if all this were true, it would tell us very little about the
way such propensities were regulated by the internal machinery.

A currently more popular explanation is that the account of how the strategy works and the account of
how the mechanism works will (roughly) coincide: for each predictively attributable belief, there will be
a functionally salient internal state of the machinery, decomposable into functional parts in just about the
same way the sentence expressing the belief is decomposable into parts—that is, words or terms. The
inferences we attribute to rational creatures will be mirrored by physical, causal processes in the
hardware; the logical form of the propositions believed will be copied in the structural form of the states
in correspondence with them. This is the hypothesis that there is a language of thought coded in our
brains, and our brains will eventually be understood as symbol manipulating systems in at least rough
analogy with computers. Many different versions of this view are currently being explored, in the new
research program called cognitive science,
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and provided one allows great latitude for attenuation of the basic, bold claim, I think some version of it
will prove correct.

But | do not believe that this is obvious. Those who think that it is obvious, or inevitable, that such a
theory will prove true (and there are many who do), are confusing two empirical claims. The first is that
intentional stance description yields an objective, real pattern in the world—the pattern our imaginary
Martians missed. This is an empirical claim, but one that is confirmed beyond skepticism. The second is
that this real pattern is produced by another real pattern roughly isomorphic to it within the brains of
intelligent creatures. Doubting the existence of the second real pattern is not doubting the existence of
the first. There are reasons for believing in the second pattern, but they are not overwhelming. The best
simple account | can give of the reasons is as follows.

As we ascend the scale of complexity form simple thermostat, through sophisticated robot, to human
being, we discover that our efforts to design systems with the requisite behavior increasingly run foul of
the problem of combinatorial explosion. Increasing some parameter by, say, ten percent—ten percent
more inputs or more degrees of freedom in the behavior to be controlled or more words to be recognized
or whatever—tends to increase the internal complexity of the system being designed by orders of
magnitude. Things get out of hand very fast and, for instance, can lead to computer programs that will
swamp the largest, fastest machines. Now somehow the brain has solved the problem of combinatorial
explosion. It is a gigantic network of billions of cells, but still finite, compact, reliable, and swift, and
capable of learning new behaviors, vocabularies, theories, almost without limit. Some elegant,
generative, indefinitely extensible principles of representation must be responsible. We have only one
model of such a representation system: a human language. So the argument for a language of thought
comes down to this: what else could it be? We have so far been unable to imagine any plausible
alternative in any detail. That is a good reason, | think, for recommending as a matter of scientific tactics
that we pursue the hypothesis in its various forms as far as we can.6 But we will engage in that
exploration more circumspectly, and fruitfully, if we bear in mind that its inevitable rightness is far from
assured. One does not well understand even a true empirical hypothesis so long as one is under the
misapprehension that it is necessarily true.
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Notes

1. The idea that most of anyone's beliefs must be true seems obvious to some people. Support for the
idea can be found in works by Quine, Putnam, Shoemaker, Davidson, and myself. Other people find the
idea equally incredible—so probably each side is calling a different phenomenon belief. Once one
makes the distinction between belief and opinion (in my technical sense—Dennett 1978a), according to
which opinions are linguistically infected, relatively sophisticated cognitive states—roughly states of
betting on the truth of a particular, formulated sentence—one can see the near triviality of the claim that
most beliefs are true. A few reflections on peripheral matters should bring it out. Consider Democritus,
who had a systematic, all-embracing, but (let us say, for the sake of argument) entirely false physics. He
had things all wrong, though his views held together and had a sort of systematic utility. But even if
every claim that scholarship permits us to attribute to Democritus (either explicit or implicit in his
writings) is false, these represent a vanishingly small fraction of his beliefs, which include both the vast
numbers of humdrum standing beliefs he must have had (about which house he lived in, what to look for
in a good pair of sandals, and so forth) and also those occasional beliefs that came and went by the
millions as his perceptual experience changed.

But, it may be urged, this isolation of his humdrum beliefs from his science relies on an insupportable
distinction between truths of observation and truths of theory; all Democritus's beliefs are theory laden,
and since his theory is false, they are false. The reply is as follows: Granted that all observation beliefs
are theory laden, why should we choose Democritus's explicit, sophisticated theory (couched in his
opinions) as the theory with which to burden his quotidian observations? Note that the least theoretical
compatriot of Democritus also had myriads of theory-laden observation beliefsand was, in one sense,
none the wiser for it. Why should we not suppose Demaocritus's observations are laden with the same
(presumably innocuous) theory? If Democritus forgot his theory, or changed his mind, his observational
beliefs would be largely untouched. To the extent that his sophisticated theory played a discernible role
in his routine behavior and expectations and so forth, it would be quite appropriate to couch his
humdrum beliefs in terms of the sophisticated theory, but this will not yield a mainly false catalogue of
beliefs, since so few of his beliefs will be affected. (The effect of theory on observation is nevertheless
often underrated. See Churchland 1979
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for dramatic and convincing examples of the tight relationship that can sometimes exist between theory
and experience.) (The discussion in this note was distilled from a useful conversation with Paul and
Patricia Churchland and Michael Stack.)

2. A member of the audience in Oxford pointed out that if the Martian included the Earthling in his
physical stance purview (a possibility | had not explicitly excluded), he would not be surprised by the
Earthling's prediction. He would indeed have predicted exactly the pattern of X-ray modulations
produced by the Earthling speaking Martian. True, but as the Martian wrote down the results of his
calculations, his prediction of the Earthling's prediction would appear, word by Martian word, as on a
Ouija board, and what would be baffling to the Martian was how this chunk of mechanism, the Earthling
predictor dressed up like a Martian, was able to yield this true sentence of Martian when it was so
informationally isolated from the events the Martian needed to know of in order to make his own
prediction about the arriving automobile.

3. Might there not be intelligent beings who had no use for communicating, predicting, observing, ...?
There might be marvelous, nifty, invulnerable entities lacking these modes of action, but | cannot see
what would lead us to call them intelligent.

4. John McCarthy's analogy to cryptography nicely makes this point. The larger the corpus of cipher
text, the less chance there is of dual, systematically unrelated decipherings. For a very useful discussion
of the principles and presuppositions of the intentional stance applied to machines—explicitly including
thermostats—see McCarthy 1979.

5. This idea is the ancestor in effect of the species of different ideas lumped together under the rubric of
de re belief. If one builds from this idea toward its scions, one can see better the difficulties with them,
and how to repair them. (For more on this topic, see Dennett 1982/87.)

6. The fact that all language-of-thought models of mental representation so far proposed fall victim to
combinatorial explosion in one way or another should temper one's enthusiasm for engaging in what
Fodor aptly calls "the only game in town™,
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4
Computer Science as
Empirical Inquiry:

Symbols and Search

Allen Newell
Herbert A. Simon
1976

Computer science is the study of the phenomena surrounding computers. The founders of this society
understood this very well when they called themselves the Association for Computing Machinery. The
machine—not just the hardware, but the programmed living machine—is the organism we study.

This is the tenth Turing Lecture. The nine persons who preceded us on this platform have presented nine
different views of computer science. For our organism, the machine, can be studied at many levels and
from many sides. We are deeply honored to appear here today and to present yet another view, the one
that has permeated the scientific work for which we have been cited. We wish to speak of computer
science as an empirical inquiry.

Our view is only one of many; the previous lectures make that clear. However, even taken together the
lectures fail to cover the whole scope of our science. Many fundamental aspects of it have not been
represented in these ten awards. And if the time ever arrives, surely not soon, when the compass has
been boxed, when computer science has been discussed from every side, it will be time to start the cycle
again. For the hare as lecturer will have to make an annual sprint to overtake the cumulation of small,
incremental gains that the tortoise of scientific and technical development has achieved in his steady
march. Each year will create a new gap and call for a new sprint, for in science there is no final word.

Computer science is an empirical discipline. We would have called it an experimental science, but like
astronomy, economics, and geology, some of its unique forms of observation and experience do not fit a
narrow stereotype of the experimental method. Nonetheless, they are
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experiments. Each new machine that is built is an experiment. Actually constructing the machine poses a
question to nature; and we listen for the answer by observing the machine in operation and analyzing it
by all analytical and measurement means available. Each new program that is built is an experiment. It
poses a question to nature, and its behavior offers clues to a new answer. Neither machines nor programs
are black boxes; they are artifacts that have been designed, both hardware and software, and we can
open them up and look inside. We can relate their structure to their behavior and draw many lessons
from a single experiment. We don't have to build 100 copies of, say, a theorem prover, to demonstrate
statistically that it has not overcome the combinatorial explosion of search in the way hoped for.
Inspection of the program in the light of a few runs reveals the flaw and lets us proceed to the next
attempt.

We build computers and programs for many reasons. We build them to serve society and as tools for
carrying out the economic tasks of society. But as basic scientists we build machines and programs as a
way of discovering new phenomena and analyzing phenomena we already know about. Society often
becomes confused about this, believing that computers and programs are to be constructed only for the
economic use that can be made of them (or as intermediate items in a developmental sequence leading to
such use). It needs to understand that the phenomena surrounding computers are deep and obscure,
requiring much experimentation to assess their nature. It needs to understand that, as in any science, the
gains that accrue from such experimentation and understanding pay off in the permanent acquisition of
new techniques; and that it is these techniques that will create the instruments to help society in
achieving its goals.

Our purpose here, however, is not to plead for understanding from an outside world. It is to examine one
aspect of our science, the development of new basic understanding by empirical inquiry. This is best
done by illustrations. We will be pardoned if, presuming upon the occasion, we choose our examples
from the area of our own research. As will become apparent, these examples involve the whole
development of artificial intelligence, especially in its early years. They rest on much more than our own
personal contributions. And even where we have made direct contributions, this has been done in
cooperation with others. Our collaborators have included especially Cliff Shaw, with whom we formed a
team of three through the exciting period of
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the late fifties. But we have also worked with a great many colleagues and students at Carnegie Mellon
University.

Time permits taking up just two examples. The first is the development of the notion of a symbolic
system. The second is the development of the notion of heuristic search. Both conceptions have deep
significance for understanding how information is processed and how intelligence is achieved. However,
they do not come close to exhausting the full scope of artificial intelligence, though they seem to us to
be useful for exhibiting the nature of fundamental knowledge in this part of computer science.

1 Symbols and physical symbol systems

One of the fundamental contributions to knowledge of computer science has been to explain, at a rather
basic level, what symbols are. This explanation is a scientific proposition about nature. It is empirically
derived, with a long and gradual development.

Symbols lie at the root of intelligent action, which is, of course, the primary topic of artificial
intelligence. For that matter, it is a primary question for all of computer science. For all information is
processed by computers in the service of ends, and we measure the intelligence of a system by its ability
to achieve stated ends in the face of variations, difficulties, and complexities posed by the task
environment. This general investment of computer science in attaining intelligence is obscured when the
tasks being accomplished are limited in scope, for then the full variations in the environment can be
accurately foreseen. It becomes more obvious as we extend computers to more global, complex, and
knowledge-intensive tasks—as we attempt to make them our agents, capable of handling on their own
the full contingencies of the natural world.

Our understanding of the system's requirements for intelligent action emerges slowly. It is composite,
for no single elementary thing accounts for intelligence in all its manifestations. There is no
"intelligence principle", just as there is no "vital principle" that conveys by its very nature the essence of
life. But the lack of a simple deus ex machina does not imply that there are no structural requirements
for intelligence. One such requirement is the ability to store and manipulate symbols. To put the
scientific question, we may paraphrase the title of a famous paper by Warren McCulloch (1961): What
Is a symbol, that intelligence may use it, and intelligence, that it may use a symbol?
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All sciences characterize the essential nature of the systems they study. These characterizations are
invariably qualitative in nature, for they set the terms within which more detailed knowledge can be
developed. Their essence can often be captured in very short, very general statements. One might judge
these general laws, because of their limited specificity, as making relatively little contribution to the sum
of a science, were it not for the historical evidence that shows them to be results of the greatest
importance.

THE CELL DOCTRINE IN BIOLOGY. A good example of a law of qualitative structure is the cell
doctrine in biology, which states that the basic building block of all living organisms is the cell. Cells
come in a large variety of forms, though they all have a nucleus surrounded by protoplasm, the whole
encased by a membrane. But this internal structure was not, historically, part of the specification of the
cell doctrine; it was subsequent specificity developed by intensive investigation. The cell doctrine can be
conveyed almost entirely by the statement we gave above, along with some vague notions about what
size a cell can be. The impact of this law on biology, however, has been tremendous, and the lost motion
in the field prior to its gradual acceptance was considerable.

PLATE TECTONICS IN GEOLOGY. Geology provides an interesting example of a qualitative
structure law, interesting because it has gained acceptance in the last decade and so its rise in status is
still fresh in our memory. The theory of plate tectonics asserts that the surface of the globe is a collection
of huge plates—a few dozen in all—which move (at geological speeds) against, over, and under each
other into the center of the earth, where they lose their identity. The movements of the plates account for
the shapes and relative locations of the continents and oceans, for the areas of volcanic and earthquake
activity, for the deep sea ridges, and so on. With a few additional particulars as to speed and size, the
essential theory has been specified. It was of course not accepted until it succeeded in explaining a
number of details, all of which hung together (for instance, accounting for flora, fauna, and stratification
agreements between West Africa and Northeast South America). The plate-tectonics theory is highly
qualitative. Now that it is accepted, the whole earth seems to offer evidence for it everywhere, for we
see the world in its terms.
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THE GERM THEORY OF DISEASE. It is little more than a century since Pasteur enunciated the
germ theory of disease, a law of qualitative structure that produced a revolution in medicine. The theory
proposes that most diseases are caused by the presence and multiplication in the body of tiny single-
celled living organisms, and that contagion consists in the transmission of these organisms from one host
to another. A large part of the elaboration of the theory consisted in identifying the organisms associated
with specific diseases, describing them, and tracing their life histories. The fact that this law has many
exceptionsthat many diseases are not produced by germs-—does not detract from its importance. The
law tells us to look for a particular kind of cause; it does not insist that we will always find it.

THE DOCTRINE OF ATOMISM. The doctrine of atomism offers an interesting contrast to the three
laws of qualitative structure we have just described. As it emerged from the work of Dalton and his
demonstrations that the chemicals combined in fixed proportions, the law provided a typical example of
qualitative structure: the elements are composed of small, uniform particles, differing from one element
to another. But because the underlying species of atoms are so simple and limited in their variety,
quantitative theories were soon formulated which assimilated all the general structure in the original
qualitative hypothesis. With cells, tectonic plates, and germs, the variety of structure is so great that the
underlying qualitative principle remains distinct, and its contribution to the total theory clearly
discernible.

CONCLUSION. Laws of qualitative structure are seen everywhere in science. Some of our greatest
scientific discoveries are to be found among them. As the examples illustrate, they often set the terms on
which a whole science operates.

1.2 Physical symbol systems

Let us return to the topic of symbols, and define a physical symbol system. The adjective "physical"
denotes two important features: (1) such systems clearly obey the laws of physics—they are realizable
by engineered systems made of engineered components; and (2) although our use of the term "symbol™
prefigures our intended interpretation, it is not restricted to human symbol systems.

A physical symbol system consists of a set of entities, called symbols, which are physical patterns that
can occur as components of another type of entity called an expression (or symbol structure). Thus
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a symbol structure is composed of a number of instances (or tokens) of symbols related in some physical
way (such as one token being next to another). At any instant of time the system will contain a collection
of these symbol structures. Besides these structures, the system also contains a collection of processes
that operate on expressions to produce other expressions: processes of creation, modification,
reproduction, and destruction. A physical symbol system is a machine that produces through time an
evolving collection of symbol structures. Such a system exists in a world of objects wider than just these
symbolic expressions themselves.

Two notions are central to this structure of expressions, symbols, and objects: designation and
interpretation.

DESIGNATION. An expression designates an object if, given the expression, the system
can either affect the object itself or behave in ways depending on the object.

In either case, access to the object via the expression has been obtained, which is the essence of
designation.

INTERPRETATION. The system can interpret an expression if the expression designates
a process and if, given the expression, the system can carry out the process.”

Interpretation implies a special form of dependent action: given an expression, the system can perform
the indicated process, which is to say, it can evoke and execute its own processes from expressions that
designate them.

A system capable of designation and interpretation, in the sense just indicated, must also meet a number
of additional requirements, of completeness and closure. We will have space only to mention these
briefly; all of them are important and have far-reaching consequences.

(1) A symbol may be used to designate any expression whatsoever. That is, given a symbol, it is not
prescribed a priori what expressions it can designate. This arbitrariness pertains only to symbols: the
symbol

* Editor's note: These senses of the terms 'designation’ and 'interpretation’, and hence also of 'symbol’, are
specific to computer science; they concern only relationships and processes that occur within a computer. In
linguistics and philosophy, by contrast, these terms would usually be explained in terms of relationships
between an intelligent system (or what's inside of it) and its environment. Most of the essays in the present
volume use the terms in this latter sense.



Page 87

tokens and their mutual relations determine what object is designated by a complex expression. (2)
There exist expressions that designate every process of which the machine is capable. (3) There exist
processes for creating any expression and for modifying any expression in arbitrary ways. (4)
Expressions are stable; once created, they will continue to exist until explicitly modified or deleted. (5)
The number of expressions that the system can hold is essentially unbounded.

The type of system we have just defined is not unfamiliar to computer scientists. It bears a strong family
resemblance to all general purpose computers. If a symbol-manipulation language, such as LISP, is
taken as defining a machine, then the kinship becomes truly brotherly. Our intent in laying out such a
system is not to propose something new. Just the opposite: it is to show what is now known and
hypothesized about systems that satisfy such a characterization.

We can now state a general scientific hypothesis—a law of qualitative structure for symbol systems:

THE PHYSICAL SYMBOL SYSTEM HYPOTHESIS. A physical symbol system has
the necessary and sufficient means for general intelligent action.

By "necessary" we mean that any system that exhibits general intelligence will prove upon analysis to be
a physical symbol system. By "sufficient" we mean that any physical symbol system of sufficient size
can be organized further to exhibit general intelligence. By "general intelligent action" we wish to
indicate the same scope of intelligence as we see in human action: that in any real situation, behavior
appropriate to the ends of the system and adaptive to the demands of the environment can occur, within
some limits of speed and complexity.

The physical-symbol-system hypothesis clearly is a law of qualitative structure. It specifies a general
class of systems within which one will find those capable of intelligent action.

This is an empirical hypothesis. We have defined a class of systems; we wish to ask whether that class
accounts for a set of phenomena we find in the real world. Intelligent action is everywhere around us in
the biological world, mostly in human behavior. It is a form of behavior we can recognize by its effects
whether it is performed by humans or not. The hypothesis could indeed be false. Intelligent behavior is
not so easy to produce that any system will exhibit it willy nilly. Indeed, there are people whose analyses
lead them to conclude, either on philosophical or on scientific grounds, that the hypothesis is false.
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Scientifically, one can attack or defend it only by bringing forth empirical evidence about the natural
world.

We now need to trace the development of this hypothesis and look at the evidence for it.

1.3 Development of the symbol-system hypothesis

A physical symbol system is an instance of a universal machine. Thus the symbol-system hypothesis
implies that intelligence will be realized by a universal computer. However, the hypothesis goes far
beyond the argument, often made on general grounds of physical determinism, that any computation that
Is realizable can be realized by a universal machine, provided that it is specified. For it asserts
specifically that the intelligent machine is a symbol system, thus making a specific architectural
assertion about the nature of intelligent systems. It is important to understand how this additional
specificity arose.

FORMAL LOGIC. The roots of the hypothesis go back to the program of Frege and of Whitehead and
Russell for formalizing logic: capturing the basic conceptual notions of mathematics in logic and putting
the notions of proof and deduction on a secure footing. This effort culminated in mathematical
logic—our familiar propositional, first-order, and higher-order logics. It developed a characteristic view,
often referred to as the "symbol game". Logic, and by incorporation all of mathematics, was a game
played with meaningless tokens according to certain purely syntactic rules. All meaning had been
purged. One had a mechanical, though permissive (we would now say nondeterministic), system about
which various things could be proved. Thus progress was first made by walking away from all that
seemed relevant to meaning and human symbols. We could call this the stage of formal symbol
manipulation.

This general attitude is well reflected in the development of information theory. It was pointed out time
and again that Shannon had defined a system that was useful only for communication and selection, and
which had nothing to do with meaning. Regrets were expressed that such a general name as "information
theory" had been given to the field, and attempts were made to rechristen it as "the theory of selective
information"—to no avail, of course.

TURING MACHINES AND THE DIGITAL COMPUTER. The development of the first digital
computers and of automata theory, starting with Turing's own work in the 1930s, can be treated together.
They agree in
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their view of what is essential. Let us use Turing's own model, for it shows the features well.

A Turing machine consists of two memories: an unbounded tape and a finite-state control. The tape
holds data, that is, the famous zeros and ones. The machine has a very small set of proper
operationsread, write, and scan operations—on the tape. The read operation is not a data operation, but
provides conditional branching to a control state as a function of the data under the read head. As we all
know, this model contains the essentials of all computers, in terms of what they can do, though other
computers with different memories and operations might carry out the same computations with different
requirements of space and time. In particular, the model of a Turing machine contains within it the
notions both of what cannot be computed and of universal machines—computers that can do anything
that can be done by any machine.

We should marvel that two of our deepest insights into information processing were achieved in the
thirties, before modern computers came into being. It is a tribute to the genius of Alan Turing. It is also a
tribute to the development of mathematical logic at the time, and testimony to the depth of computer
science's obligation to it. Concurrently with Turing's work appeared the work of the logicians Emil Post
and (independently) Alonzo Church. Starting from independent notions of logistic systems (Post
productions and recursive functions, respectively), they arrived at analogous results on undecidability
and universality—results that were soon shown to imply that all three systems were equivalent. Indeed,
the convergence of all these attempts to define the most general class of information-processing systems
provides some of the force of our conviction that we have captured the essentials of information
processing in these models.

In none of these systems is there, on the surface, a concept of the symbol as something that designates.
The data are regarded as just strings of zeroes and ones—indeed, that data be inert is essential to the
reduction of computation to physical process. The finite-state control system was always viewed as a
small controller, and logical games were played to see how small a state system could be used without
destroying the universality of the machine. No games, as far as we can tell, were ever played to add new
states dynamically to the finite controlto think of the control memory as holding the bulk of the system's
knowledge. What was accomplished at this stage was half of the principle of interpretation—showing
that a machine could be run from a



Page 90

description. Thus, this is the stage of automatic formal symbol manipulation.

THE STORED-PROGRAM CONCEPT. With the development of the second generation of electronic
machines in the mid-forties (after the Eniac) came the stored-program concept. This was rightfully
hailed as a milestone, both conceptually and practically. Programs now can be data, and can be operated
on as data. This capability is, of course, already implicit in the model of Turing: the descriptions are on
the very same tape as the data. Yet the idea was realized only when machines acquired enough memory
to make it practicable to locate actual programs in some internal place. After all, the Eniac had only
twenty registers.

The stored-program concept embodies the second half of the interpretation principle, the part that says
that the system's own data can be interpreted. But it does not yet contain the notion of designation—of
the physical relation that underlies meaning.

LIST PROCESSING. The next step, taken in 1956, was list processing. The contents of the data
structures were now symbols, in the sense of our physical symbol system: patterns that designated, that
had referents. Lists held addresses which permitted access to other lists—thus the notion of list
structures. That this was a new view was demonstrated to us many times in the early days of list
processing when colleagues would ask where the data were—that is, which list finally held the
collection of bits that were the content of the system. They found it strange that there were no such bits,
there were only symbols that designated yet other symbol structures.

List processing is simultaneously three things in the development of computer science. (1) It is the
creation of a genuine dynamic memory structure in a machine that had heretofore been perceived as
having fixed structure. It added to our ensemble of operations those that built and modified structure in
addition to those that replaced and changed content. (2) It was an early demonstration of the basic
abstraction that a computer consists of a set of data types and a set of operations proper to these data
types, so that a computational system should employ whatever data types are appropriate to the
application, independent of the underlying machine. (3) List-processing produced a model of
designation, thus defining symbol manipulation in the sense in which we use this concept in computer
science today.
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As often occurs, the practice of the time already anticipated all the elements of list processing: addresses
are obviously used to gain access, the drum machines used linked programs (so called one-plus-one
addressing), and so on. But the conception of list processing as an abstraction created a new world in
which designation and dynamic symbolic structure were the defining characteristics. The embedding of
the early list-processing systems in languages (the IPLs, LISP) is often decried as having been a barrier
to the diffusion of list-processing techniques throughout programming practice; but it was the vehicle
that held the abstraction together.

LISP. One more step is worth noting: McCarthy's creation of LISP in 1959-60 (McCarthy 1960). It
completed the act of abstraction, lifting list structures out of their embedding in concrete machines,
creating a new formal system with S-expressions, which could be shown to be equivalent to the other
universal schemes of computation.

CONCLUSION. That the concept of a designating symbol and symbol manipulation does not emerge
until the mid-fifties does not mean that the earlier steps were either inessential or less important. The
total concept is the join of computability, physical realizability (and by multiple technologies),
universality, the symbolic representation of processes (that is, interpretability), and, finally, symbolic
structure and designation. Each of the steps provided an essential part of the whole.

The first step in this chain, authored by Turing, is theoretically motivated, but the others all have deep
empirical roots. We have been led by the evolution of the computer itself.

The stored-program principle arose out of the experience with Eniac. List processing arose out of the
attempt to construct intelligent programs. It took its cue from the emergence of random-access
memories, which provided a clear physical realization of a designating symbol in the address. LISP
arose out of the evolving experience with list processing.

1.4 The evidence

We come now to the evidence for the hypothesis that physical symbol systems are capable of intelligent
action, and that general intelligent action calls for a physical symbol system. The hypothesis is an
empirical generalization and not a theorem. We know of no way of demonstrating the connection
between symbol systems and intelligence on purely logical grounds. Lacking such a demonstration, we
must look at
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the facts. Our central aim, however, is not to review the evidence in detail, but to use the example before
us to illustrate the proposition that computer science is a field of empirical inquiry. Hence, we will only
indicate what kinds of evidence there are, and the general nature of the testing process.

The notion of a physical symbol system had taken essentially its present form by the middle of the
1950's, and one can date from that time the growth of artificial intelligence as a coherent subfield of
computer science. The twenty years of work since then has seen a continuous accumulation of empirical
evidence of two main varieties. The first addresses itself to the sufficiency of physical symbol systems
for producing intelligence, attempting to construct and test specific systems that have such a capability.
The second kind of evidence addresses itself to the necessity of having a physical symbol system
wherever intelligence is exhibited. It starts with man, the intelligent system best known to us, and
attempts to discover whether his cognitive activity can be explained as the working of a physical symbol
system. There are other forms of evidence, which we will comment upon briefly later, but these two are
the important ones. We will consider them in turn. The first is generally called artificial intelligence, the
second, research in cognitive psychology.

CONSTRUCTING INTELLIGENT SYSTEMS. The basic paradigm for the initial testing of the germ
theory of disease was: identify a disease, then look for the germ. An analogous paradigm has inspired
much of the research in artificial intelligence: identify a task domain calling for intelligence, then
construct a program for a digital computer that can handle tasks in that domain. The easy and well-
structured tasks were looked at first: puzzles and games, operations-research problems of scheduling and
allocating resources, simple induction tasks. Scores, if not hundreds, of programs of these kinds have by
now been constructed, each capable of some measure of intelligent action in the appropriate domain.

Of course intelligence is not an all-or-none matter, and there has been steady progress toward higher
levels of performance in specific domains, as well as toward widening the range of those domains. Early
chess programs, for example, were deemed successful if they could play a game legally and with some
indication of purpose; a little later, they reached the level of human beginners; within ten or fifteen
years, they began to compete with serious amateurs. Progress has been slow (and
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the total programming effort invested small) but continuous, and the paradigm of construct-and-test
proceeds in a regular cycle—the whole research activity mimicking at the macroscopic level the basic
generate-and-test cycle of many of the Al programs.

There is a steadily widening area within which intelligent action is attainable. For the original tasks,
research has extended to building systems that handle and understand natural language in a variety of
ways, systems for interpreting visual scenes, systems for hand-eye coordination, systems that design,
systems that write computer programs, systems for speech understanding—the list is, if not endless, at
least very long. If there are limits beyond which the hypothesis will not carry us, they have not yet
become apparent. Up to the present, the rate of progress has been governed mainly by the rather modest
quantity of scientific resources that have been applied and the inevitable requirement of a substantial
system-building effort for each new major undertaking.

Much more has been going on, of course, than simply a piling up of examples of intelligent systems
adapted to specific task domains. It would be surprising and unappealing if it turned out that the Al
programs performing these diverse tasks had nothing in common beyond their being instances of
physical symbol systems. Hence, there has been great interest in searching for mechanisms possessed of
generality, and for common components among programs performing a variety of tasks. This search
carries the theory beyond the initial symbol-system hypothesis to a more complete characterization of
the particular kinds of symbol systems that are effective in artificial intelligence. In the second section of
this paper, we will discuss one example of an hypothesis at this second level of specificity: the heuristic-
search hypothesis.

The search for generality spawned a series of programs designed to separate out general problem-
solving mechanisms from the requirements of particular task domains. The General Problem Solver
(GPS) was perhaps the first of these; while among its descendants are such contemporary systems as
PLANNER and CONNIVER. The search for common components has led to generalized schemes of
representations for goals and plans, methods for constructing discrimination nets, procedures for the
control of tree-search, pattern-matching mechanisms, and language-parsing systems. Experiments are at
present under way to find convenient devices for representing sequences of time and tense, movement,
causality, and the like. More and more, it
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becomes possible to assemble large intelligent systems in a modular way from such basic components.

We can gain some perspective on what is going on by turning, again, to the analogy of the germ theory.
If the first burst of research stimulated by that theory consisted largely in finding the germ to go with
each disease, subsequent effort turned to learning what a germ was—to building on the basic qualitative
law a new level of structure. In artificial intelligence, an initial burst of activity aimed at building
intelligent programs for a wide variety of almost randomly selected tasks is giving way to more sharply
targeted research aimed at understanding the common mechanisms of such systems.

THE MODELING OF HUMAN SYMBOLIC BEHAVIOR. The symbol-system hypothesis implies
that the symbolic behavior of man arises because he has the characteristics of a physical symbol system.
Hence, the results of efforts to model human behavior with symbol systems become an important part of
the evidence for the hypothesis, and research in artificial intelligence goes on in close collaboration with
research in information-processing psychology, as it is usually called.

The search for explanations of man's intelligent behavior in terms of symbol systems has had a large
measure of success over the past twenty years—to the point where information-processing theory is the
leading contemporary point of view in cognitive psychology. Especially in the areas of problem solving,
concept attainment, and longterm memory, symbol-manipulation models now dominate the scene.

Research in information-processing psychology involves two main kinds of empirical activity. The first
Is the conduct of observations and experiments on human behavior in tasks requiring intelligence. The
second, very similar to the parallel activity in artificial intelligence, is the programming of symbol
systems to model the observed human behavior. The psychological observations and experiments lead to
the formulation of hypotheses about the symbolic processes the subjects are using, and these are an
important source of the ideas that go into the construction of the programs. Thus many of the ideas for
the basic mechanisms of GPS were derived from careful analysis of the protocols that human subjects
produced while thinking aloud during the performance of a problem -solving task.

The empirical character of computer science is nowhere more evident than in this alliance with
psychology. Not only are psychological experiments required to test the veridicality of the simulation
models
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as explanations of the human behavior, but out of the experiments come new ideas for the design and
construction of physical symbol systems.

OTHER EVIDENCE. The principal body of evidence for the symbol system hypothesis that we have
not considered is negative evidence: the absence of specific competing hypotheses as to how intelligent
activity might be accomplished—whether by man or by machine. Most attempts to build such
hypotheses have taken place within the field of psychology. Here we have had a continuum of theories
from the points of view usually labeled "behaviorism" to those usually labeled "Gestalt theory". Neither
of these points of view stands as a real competitor to the symbol-system hypothesis, and for two reasons.
First, neither behaviorism nor Gestalt theory has demonstrated, or even shown how to demonstrate, that
the explanatory mechanisms it postulates are sufficient to account for intelligent behavior in complex
tasks. Second, neither theory has been formulated with anything like the specificity of artificial
programs. As a matter of fact, the alternative theories are so vague that it is not terribly difficult to give
them information-processing interpretations, and thereby assimilate them to the symbol-system
hypothesis.

1.5 Conclusion

We have tried to use the example of the physical-symbol-system hypothesis to illustrate concretely that
computer science is a scientific enterprise in the usual meaning of that term: it develops scientific
hypotheses which it then seeks to verify by empirical inquiry. We had a second reason, however, for
choosing this particular example to illustrate our point. The physical-symbol-system hypothesis is itself
a substantial scientific hypothesis of the kind that we earlier dubbed "laws of qualitative structure". It
represents an important discovery of computer science, which if borne out by the empirical evidence, as
in fact appears to be occurring, will have major continuing impact on the field.

We turn now to a second example, the role of search in intelligence. This topic, and the particular
hypothesis about it that we shall examine, have also played a central role in computer science, in
general, and artificial intelligence, in particular.
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2 Heuristic search

Knowing that physical symbol systems provide the matrix for intelligent action does not tell us how they
accomplish this. Our second example of a law of qualitative structure in computer science addresses this
latter question, asserting that symbol systems solve problems by using the processes of heuristic search.
This generalization, like the previous one, resets on empirical evidence, and has not been derived
formally from other premises. We shall see in a moment, however, that it does have some logical
connection with the symbol-system hypothesis, and perhaps we can expect to formalize the connection
at some time in the future. Until that time arrives, our story must again be one of empirical inquiry. We
will describe what is known about heuristic search and review the empirical findings that show how it
enables action to be intelligent. We begin by stating this law of qualitative structure, the heuristic-search
hypothesis.

HEURISTIC-SEARCH HYPOTHESIS. The solutions to problems are represented as
symbol structures. A physical symbol system exercises its intelligence in problem solving
by search—that is, by generating and progressively modifying symbol structures until it
produces a solution structure.

Physical symbol systems must use heuristic search to solve problems because such systems have limited
processing resources; in a finite number of steps, and over a finite interval of time, they can execute only
a finite number of processes. Of course, that is not a very strong limitation, for all universal Turing
machines suffer from it. We intend the limitation, however, in a stronger sense: we mean practically
limited. We can conceive of systems that are not limited in a practical way but are capable, for example,
of searching in parallel the nodes of an exponentially expanding tree at a constant rate for each unit
advance in depth. We will not be concerned here with such systems, but with systems whose computing
resources are scarce relative to the complexity of the situations with which they are confronted. The
restriction will not exclude any real symbol systems, in computer or man, in the context of real tasks.
The fact of limited resources allows us, for most purposes, to view a symbol system as though it were a
serial, one-process-at-a-time device. If it can accomplish only a small amount of processing in any short
time interval, then we might as well regard it as doing things one at a time. Thus "limited resource
symbol system™ and "serial symbol system" are practically synonymous. The problem of
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allocating a scarce resource from moment to moment can usually be treated, if the moment is short
enough, as a problem of scheduling a serial machine.

2.1 Problem Solving

Since ability to solve problems is generally taken as a prime indicator that a system has intelligence, it is
natural that much of the history of artificial intelligence is taken up with attempts to build and
understand problem-solving systems. Problem solving has been discussed by philosophers and
psychologists for two millennia, in discourses dense with a feeling of mystery. If you think there is
nothing problematic or mysterious about a symbol system solving problems, you are a child of today,
whose views have been formed since mid-century. Plato (and, by his account, Socrates) found difficulty
understanding even how problems could be entertained, much less how they could be solved. Let us
remind you of how he posed the conundrum in the Meno:

Meno: And how will you inquire, Socrates, into that which you know not? What will you put forth as the
subject of inquiry? And if you find what you want, how will you ever know that this is what you did not
know?

To deal with this puzzle, Plato invented his famous theory of recollection: when you think you are
discovering or learning something, you are really just recalling what you already knew in a previous
existence. If you find this explanation preposterous, there is a much simpler one available today, based
upon our understanding of symbol systems. An approximate statement of it is:

To state a problem is to designate (a) a test for a class of symbol structures (solutions of the problem),
and (2) a generator of symbol structures (potential solutions). To solve a problem is to generate a
structure, using (2), that satisfies the test of (1).

We have a problem if we know what we want to do (the test), and if we don't know immediately how to
do it (our generator does not immediately produce a symbol structure satisfying the test). A symbol
system can state and solve problems (sometimes) because it can generate and test.

If that is all there is to problem solving, why not simply generate at once an expression that satisfies the
test? This is, in fact, what we do when we wish and dream. "If wishes were horses, beggars might ride."
But outside the world of dreams, it isn't possible. To know how we
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would test something, once constructed, does not mean that we know how to construct it—that we have
any generator for doing so.

For example, it is well known what it means to "solve" the problem of playing winning chess. A simple
test exists for noticing winning positions, the test for checkmate of the enemy king. In the world of
dreams one simply generates a strategy that leads to checkmate for all counter strategies of the
opponent. Alas, no generator that will do this is known to existing symbol systems (man or machine).
Instead, good moves in chess are sought by generating various alternatives, and painstakingly evaluating
them with the use of approximate, and often erroneous, measures that are supposed to indicate the
likelihood that a particular line of play is on the route to a winning position. Move generators there are;
winning-move generators there are not.

Before there can be a move generator for a problem, there must be a problem space: a space of symbol
structures in which problem situations, including the initial and goal situations, can be represented.
Move generators are processes for modifying one situation in the problem space into another. The basic
characteristics of physical symbol systems guarantee that they can represent problem spaces and that
they possess move generators. How, in any concrete situation they synthesize a problem space and move
generators appropriate to that situation is a question that is still very much on the frontier of artificial
intelligence research.

The task that a symbol system is faced with, then, when it is presented with a problem and a problem
space, is to use its limited processing resources to generate possible solutions, one after another until if
finds one that satisfies the problem-defining test. If the system had some control over the order in which
potential solutions were generated, then it would be desirable to arrange this order of generation so that
actual solutions would have a high likelihood of appearing early. A symbol system would exhibit
intelligence to the extent that it succeeded in doing this. Intelligence for a system with limited
processing resources consists in making wise choices of what to do next.

2.2 Search in problem solving

During the first decade or so of artificial-intelligence research, the study of problem solving was almost
synonymous with the study of search processes. From our characterization of problems and problem
solving, it is easy to see why this was so. In fact, it might be asked whether it could be otherwise. But
before we try to answer that
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guestion, we must explore further the nature of search processes as it revealed itself during that decade
of activity.

EXTRACTING INFORMATION FROM THE PROBLEM SPACE. Consider a set of symbol
structures, some small subset of which are solutions to a given problem. Suppose, further, that the
solutions are distributed randomly through the entire set. By this we mean that no information exists that
would enable any search generator to perform better than a random search. Then no symbol system
could exhibit more intelligence (or less intelligence) than any other in solving the problem, although one
might experience better luck than another.

A condition, then, for the appearance of intelligence is that the distribution of solutions be not entirely
random, that the space of symbol structures exhibit at least some degree of order and pattern. A second
condition is that the pattern in the space of symbol structures be more or less detectable. A third
condition is that the generator of potential solutions be able to behave differentially, depending on what
pattern is detected. There must be information in the problem space, and the symbol system must be
capable of extracting and using it. Let us look first at a very simple example, where the intelligence is
easy to come by. Consider the problem of solving a simple algebraic equation:

ax+b =cx+d

The test defines a solution as any expression of the form, x = e, such that ae + b = ce + d. Now, one
could use as generator any process that would produce numbers which could then be tested by
substituting in the latter equation. We would not call this an intelligent generator.

Alternatively, one could use generators that would make use of the fact that the original equation can be
modified—by adding or subtracting equal quantities from both sides, or multiplying or dividing both
sides by the same quantity—without changing its solutions. But, of course, we can obtain even more
information to guide the generator by comparing the original expression with the form of the solution,
and making precisely those changes in the equation that leave its solution unchanged, while at the same
time bringing it into the desired form. Such a generator could notice that there was an unwanted cx on
the right-hand side of the original equation, subtract it from both sides, and collect terms again. It could
then notice that there was an unwanted b on the left-hand side and subtract that. Finally, it could get rid
of the unwanted coefficient (a-c) on the left-hand side by dividing.
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Thus, by this procedure, which now exhibits considerable intelligence, the generator produces
successive symbol structures, each obtained by modifying the previous one; and the modifications are
aimed at reducing the differences between the form of the input structure and the form of the test
expression, while maintaining the other conditions for a solution.

This simple example already illustrates many of the main mechanisms that are used by symbol systems
for intelligent problem solving. First, each successive expression is not generated independently, but is
produced by modifying one produced previously. Second, the modifications are not haphazard, but
depend upon two kinds of information. They depend on information that is constant over this whole
class of algebra problems, and that is built into the structure of the generator itself: all modifications of
expressions must leave the equation's solution unchanged. They also depend on information that
changes at each step: detection of the differences in form that remain between the current expression and
the desired expression. In effect, the generator incorporates some of the tests the solution must satisfy,
so that expressions that don't meet these tests will never be generated. Using the first kind of information
guarantees that only a tiny subset of all possible expressions is actually generated, but without losing the
solution expression from this subset. Using the second kind of information arrives at the desired solution
by a succession of approximations, employing a simple form of means-ends analysis to give direction to
the search.

There is no mystery where the information that guided the search came from. We need not follow Plato
in endowing the symbol system with a previous existence in which it already knew the solution. A
moderately sophisticated generate-and-test system did the trick without invoking reincarnation.

SEARCH TREES. The simple algebra problem may seem an unusual, even pathological, example of
search. It is certainly not trial-and-error search, for though there were a few trials, there was no error.
We are more accustomed to thinking of problem-solving search as generating lushly branching trees of
partial solution possibilities which may grow to thousands, or even millions, of branches, before they
yield a solution. Thus, if from each expression it produces, the generator creates B new branches, then
the tree will grow as Bp, where D is its depth. The
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tree grown for the algebra problem had the peculiarity that its branchiness, B, equaled unity.

Programs that play chess typically grow broad search trees, amounting in some cases to a million
branches or more. Although this example will serve to illustrate our points about tree search, we should
note that the purpose of search in chess is not to generate proposed solutions, but to evaluate (test) them.
One line of research into game playing programs has been centrally concerned with improving the
representation of the chess board, and the processes for making moves on it, so as to speed up search
and make it possible to search larger trees. The rationale for this direction, of course, is that the deeper
the dynamic search, the more accurate should be the evaluations at the end of it. On the other hand, there
Is good empirical evidence that the strongest human players, grandmasters, seldom explore trees of more
than one hundred branches. This economy is achieved not so much by searching less deeply than do
chess-playing programs, but by branching very sparsely and selectively at each node. This is only
possible, without causing a deterioration of the evaluations, by having more of the selectivity built into
the generator itself, so that it is able to select for generation only those branches which are very likely to
yield important relevant information about the position.

The somewhat paradoxical-sounding conclusion to which this discussion leads is that
search—successive generation of potential solution structures—is a fundamental aspect of a symbol
system's exercise of intelligence in problem solving but that the amount of search is not a measure of the
amount of intelligence being exhibited. What makes a problem a problem is not that a large amount of
search is required for its solution, but that a large amount would be required if a requisite level of
intelligence were not applied. When the symbolic system that is endeavoring to solve a problem knows
enough about what to do, it simply proceeds directly towards its goal; but whenever its knowledge
becomes inadequate, when it enters terra incognita, it is faced with the threat of going through large
amounts of search before it finds its way again.

The potential for the exponential explosion of the search tree that is present in every scheme for
generating problem solutions warns us against depending on the brute force of computers—even the
biggest and fastest computers—as a compensation for the ignorance and unselectivity of their
generators. The hope is still periodically ignited in some human breasts that a computer can be found
that is fast enough,
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and that can be programmed cleverly enough, to play good chess by brute-force search. There is nothing
known in theory about the game of chess that rules out this possibility. But empirical studies on the
management of search in sizable trees with only modest results make this a much less promising
direction than it was when chess was first chosen as an appropriate task for artificial intelligence. We
must regard this as one of the important empirical findings of research with chess programs.

THE FORMS OF INTELLIGENCE. The task of intelligence, then, is to avert the ever-present threat
of the exponential explosion of search. How can this be accomplished? The first route, already
illustrated by the algebra example and by chess programs that only generate "plausible” moves for
further analysis, is to build selectivity into the generator: to generate only structures that show promise
of being solutions or of being along the path toward solutions. The usual consequence of doing this is to
decrease the rate of branching, not to prevent it entirely. Ultimate exponential explosion is not
avoided—save in exceptionally highly structured situations like the algebra example—but only
postponed. Hence, an intelligent system generally needs to supplement the selectivity of its solution
generator with other information-using techniques to guide search.

Twenty years of experience with managing tree search in a variety of task environments has produced a
small kit of general techniques which is part of the equipment of every researcher in artificial
intelligence today. Since these techniques have been described in general works like that of Nilsson
(1971), they can be summarized very briefly here.

In serial heuristic search, the basic question always is: What shall be done next? In tree search, that
question, in turn, has two components: (1) From what node in the tree shall we search next, and (2)
What direction shall we take from that node? Information helpful in answering the first question may be
interpreted as measuring the relative distance of different nodes from the goal. Best-first search calls for
searching next from the node that appears closest to the goal. Information helpful in answering the
second question—in what direction to search—is often obtained, as in the algebra example, by detecting
specific differences between the current nodal structure and the goal structure described by the test of a
solution, and selecting actions that are relevant to reducing these particular kinds of differences. This is



Page 103

the technique known as means-ends analysis, which plays a central role in the structure of the General
Problem Solver.

The importance of empirical studies as a source of general ideas in Al research can be demonstrated
clearly by tracing the history, through large numbers of problem-solving programs, of these two central
ideas: best-first search and means-ends analysis. Rudiments of best-first search were already present,
though unnamed, in the Logic Theorist in 1955. The General Problem Solver, embodying means-ends
analysis, appeared about 1957—but combined it with modified depth-first search rather than best-first
search. Chess programs were generally wedded, for reasons of economy of memory, to depth-first
search, supplemented after about 1958 by the powerful alpha-beta pruning procedure. Each of these
techniques appears to have been reinvented a number of times, and it is hard to find general, task-
independent, theoretical discussions of problem-solving in terms of these concepts until the middle or
late 1960's. The amount of formal buttressing they have received from mathematical theory is still
minuscule: some theorems about the reduction in search that can be secured from using the alpha-beta
heuristic, a couple of theorems (reviewed by Nilsson 1971) about shortest-path search, and some very
recent theorems on bestfirst search with a probabilistic evaluation function.

"WEAK" AND "STRONG"™ METHODS. The technigques we have been discussing are dedicated to
the control of exponential expansion rather than its prevention. For this reason, they have been properly
called "weak methods"—methods to be used when the symbol system's knowledge or the amount of
structure actually contained in the problem space are inadequate to permit search to be avoided entirely.
It is instructive to contrast a highly-structured situation, which can be formulated, say, as a linear-
programming problem, with the less-structured situations of combinatorial problems like the traveling-
salesman problem or scheduling problems. ("Less structured™ here refers to the insufficiency or
nonexistence of relevant theory about the structure of the problem space.)

In solving linear-programming problems, a substantial amount of computation may be required, but the
search does not branch. Every step is a step along the way to a solution. In solving combinatorial
problems or in proving theorems, tree search can seldom be avoided, and success depends on heuristic
search methods of the sort we have been describing.
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Not all streams of Al problem-solving research have followed the path we have been outlining. An
example of a somewhat different point is provided by the work on theorem-proving systems. Here, ideas
imported from mathematics and logic have had a strong influence on the direction of inquiry. For
example, the use of heuristics was resisted when properties of completeness could not be proved (a bit
ironic, since most interesting mathematical systems are known to be undecidable). Since completeness
can seldom be proved for best-first search heuristics, or for many kinds of selective generators, the effect
of this requirement was rather inhibiting. When theorem-proving programs were continually
incapacitated by the combinatorial explosion of their search trees, thought began to be given to selective
heuristics, which in many cases proved to be analogues of heuristics used in general problem-solving
programs. The set-of-support heuristic, for example, is a form of working backward, adapted to the
resolution theorem-proving environment.

A SUMMARY OF THE EXPERIENCE. We have now described the workings of our second law of
qualitative structure, which asserts that physical symbol systems solve problems by means of heuristic
search. Beyond that, we have examined some subsidiary characteristics of heuristic search, in particular
the threat that it always faces of exponential explosion of the search tree, and some of the means it uses
to avert that threat. Opinions differ as to how effective heuristic search has been as a problem-solving
mechanism—the opinions depending on what task domains are considered and what criterion of
adequacy is adopted. Success can be guaranteed by setting aspiration levels low—or failure by setting
them high. The evidence might be summed up about as follows: Few programs are solving problems at
"expert" professional levels. Samuel's checker program and Feigenbaum and Lederberg's DENDRAL
are perhaps the best-known exceptions, but one could point also to a number of heuristic search
programs for such operations-research problem domains as scheduling and integer programming. In a
number of domains, programs perform at the level of competent amateurs: chess, some theorem-proving
domains, many kinds of games and puzzles. Human levels have not yet been nearly reached by
programs that have a complex perceptual “front end™: visual-scene recognizers, speech understanders,
robots that have to maneuver in real space and time. Nevertheless, impressive progress has
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been made, and a large body of experience assembled about these difficult tasks.

We do not have deep theoretical explanations for the particular pattern of performance that has emerged.
On empirical grounds, however, we might draw two conclusions. First, from what has been learned
about human expert performance in tasks like chess, it is likely that any system capable of matching that
performance will have to have access, in its memories, to very large stores of semantic information.
Second, some part of the human superiority in tasks with a large perceptual component can be attributed
to the special-purpose built-in parallel-processing structure of the human eye and ear.

In any case, the quality of performance must necessarily depend on the characteristics both of the
problem domains and of the symbol systems used to tackle them. For most real-life domains in which
we are interested, the domain structure has so far not proved sufficiently simple to yield theorems about
complexity, or to tell us, other than empirically, how large real-world problems are in relation to the
abilities of our symbol systems to solve them. That situation may change, but until it does, we must rely
upon empirical explorations, using the best problem solvers we know how to build, as a principal source
of knowledge about the magnitude and characteristics of problem difficulty. Even in highly structured
areas like linear programming, theory has been much more useful in strengthening the heuristics that
underlie the most powerful solution algorithms than in providing a deep analysis of complexity.

2.3 Intelligence without much search

Our analysis of intelligence equated it with ability to extract and use information about the structure of
the problem space, so as to enable a problem solution to be generated as quickly and directly as possible.
New directions for improving the problem-solving capabilities of symbol systems can be equated, then,
with new ways of extracting and using information. At least three such ways can be identified.

NONLOCAL USE OF INFORMATION. First, it has been noted by several investigators that
information gathered in the course of tree search is usually only used locally, to help make decisions at
the specific node where the information was generated. Information about a chess position, obtained by
dynamic analysis of a subtree of continuations, is usually used to evaluate just that position, not to
evaluate other
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positions that may contain many of the same features. Hence, the same facts have to be rediscovered
repeatedly at different nodes of the search tree. Simply to take the information out of the context in
which it arose and use it generally does not solve the problem, for the information may be valid only in a
limited range of contexts. In recent years, a few exploratory efforts have been made to transport
information from its context of origin to other appropriate contexts. While it is still too early to evaluate
the power of this idea, or even exactly how it is to be achieved, it shows considerable promise. An
important line of investigation that Berliner (1975) has been pursuing is to use causal analysis to
determine the range over which a particular piece of information is valid. Thus if a weakness in a chess
position can be traced back to the move that made it, then the same weakness can be expected in other
positions descendant from the same move.

The HEARSAY speech understanding system has taken another approach to making information
globally available. That system seeks to recognize speech strings by pursuing a parallel search at a
number of different levels: phonemic, lexical, syntactic, and semantic. As each of these searches
provides and evaluates hypotheses, it supplies the information it has gained to a common "blackboard"
that can be read by all the sources. This shared information can be used, for example, to eliminate
hypotheses, or even whole classes of hypotheses, that would otherwise have to be searched by one of the
processes. Thus increasing our ability to use tree-search information nonlocally offers promise for rasing
the intelligence of problem-solving systems.

SEMANTIC RECOGNITION SYSTEMS. A second active possibility for raising intelligence is to
supply the symbol system with a rich body of semantic information about the task domain it is dealing
with. For example, empirical research on the skill of chess masters shows that a major source of the
master's skill is stored information that enables him to recognize a large number of specific features and
patterns of features on a chess board, and information that uses this recognition to propose actions
appropriate to the features recognized. This general idea has, of course, been incorporated in chess
programs almost from the beginning. What is new is the realization of the number of such patterns and
associated information that may have to be stored for master-level play: something on the order of
50,000.

The possibility of substituting recognition for search arises because a particular, and especially a rare,
pattern can contain an enormous
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amount of information, provided that it is closely linked to the structure of the problem space. When that
structure is "irregular”, and not subject to simple mathematical description, then knowledge of a large
number of relevant patterns may be the key to intelligent behavior. Whether this is so in any particular
task domain is a question more easily settled by empirical investigation than by theory. Our experience
with symbol systems richly endowed with semantic information and pattern-recognizing capabilities for
accessing it is still extremely limited.

The discussion above refers specifically to semantic information associated with a recognition system.
Of course, there is also a whole large area of Al research on semantic information processing and the
organization of semantic memories that falls outside the scope of the topics we are discussing in this
paper.”

SELECTING APPROPRIATE REPRESENTATIONS. A third line of inquiry is concerned with the
possibility that search can be reduced or avoided by selecting an appropriate problem space. A standard
example that illustrates this possibility dramatically is the mutilated-checkerboard problem. A standard
64-square checker board can be covered exactly with 32 tiles, each a 1 x 2 rectangle covering exactly
two squares. Suppose, now, that we cut off squares at two diagonally opposite corners of the
checkerboard, leaving a total of 62 squares. Can this mutilated board be covered exactly with 31 tiles?
With (literally) heavenly patience, the impossibility of achieving such a covering can be demonstrated
by trying all possible arrangements. The alternative, for those with less patience and more intelligence,
IS to observe that the two diagonally opposite corners of a checkerboard are of the same color. Hence,
the mutilated checkerboard has two fewer squares of one color than of the other. But each tile covers
one square of one color and one square of the other, and any set of tiles must cover the same number of
squares of each color. Hence, there is no solution. How can a symbol system discover this simple
inductive argument as an alternative to a hopeless attempt to solve the problem by search among all
possible coverings? We would award a system that found the solution high marks for intelligence.

* Editor's note: Much of the research described in chapters 5 and 6 of this volume falls in the category
mentioned here.
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Perhaps, however, in posing this problem we are not escaping from search processes. We have simply
displaced the search from a space of possible problems solutions to a space of possible representations.
In any event, the whole process of moving from one representation to another, and of discovering and
evaluating representations, is largely unexplored territory in the domain of problem-solving research.
The laws of qualitative structure governing representations remain to be discovered. The search for them
Is almost sure to receive considerable attention in the coming decade.

2.4 Conclusion

That is our account of symbol systems and intelligence. It has been a long road from Plato's Meno to the
present, but it is perhaps encouraging that most of the progress along that road has been made since the
turn of the twentieth century, and a large fraction of it since the midpoint of the century. Thought was
still wholly intangible and ineffable until modern formal logic interpreted it as the manipulation of
formal tokens. And it seemed still to inhabit mainly the heaven of Platonic ideas, or the equally obscure
spaces of the human mind, until computers taught us how symbols could be processed by machines. A.
M. Turing made his great contributions at the mid-century crossroads of these developments that led
from modern logic to the computer.

PHYSICAL SYMBOL SYSTEMS. The study of logic and computers has revealed to us that
intelligence resides in physical-symbol systems. This is computer science's most basic law of qualitative
structure.

Symbol systems are collections of patterns and processes, the latter being capable of producing,
destroying, and modifying the former. The most important properties of patterns is that they can
designate objects, processes, or other patterns, and that when they designate processes, they can be
interpreted. Interpretation means carrying out the designated process. The two most significant classes
of symbol systems with which we are acquainted are human beings and computers.

Our present understanding of symbol systems grew, as indicated earlier, through a sequence of stages.
Formal logic familiarized us with symbols, treated syntactically, as the raw material of thought, and with
the idea of manipulating them according to carefully defined formal processes. The Turing machine
made the syntactic processing of symbols truly machine-like, and affirmed the potential universality of
strictly defined symbol systems. The stored-program concept for com-
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puters reaffirmed the interpretability of symbols, already implicit in the Turing machine. List processing
brought to the forefront the denotational capacities of symbols and defined symbol processing in ways
that allowed independence from the fixed structure of the underlying physical machine. By 1956 all of
these concepts were available, together with hardware for implementing them. The study of the
intelligence of symbol systems, the subject of artificial intelligence, could begin.

HEURISTIC SEARCH. A second law of qualitative structure of Al is that symbol systems solve
problems by generating potential solutions and testing them—that is, by searching. Solutions are usually
sought by creating symbolic expressions and modifying them sequentially until they satisfy the
conditions for a solution. Hence, symbol systems solve problems by searching. Since they have finite
resources, the search cannot be carried out all at once, but must be sequential. It leaves behind it either a
single path from starting point to goal or, if correction and backup are necessary, a whole tree of such
paths.

Symbol systems cannot appear intelligent when they are surrounded by pure chaos. They exercise
intelligence by extracting information from a problem domain and using that information to guide their
search, avoiding wrong turns and circuitous by-paths. The problem domain must contain
information—that is, some degree of order and structure—for the method to work. The paradox of the
Meno is solved by the observation that information may be remembered, but new information may also
be extracted from the domain that the symbols designate. In both cases, the ultimate source of the
information is the task domain.

THE EMPIRICAL BASE. Research on artificial intelligence is concerned with how symbol systems
must be organized in order to behave intelligently. Twenty years of work in the area has accumulated a
considerable body of knowledge, enough to fill several books (it already has), and most of it in the form
of rather concrete experience about the behavior of specific classes of symbol systems in specific task
domains. Out of this experience, however, there have also emerged some generalizations, cutting across
task domains and systems, about the general characteristics of intelligence and its methods of
implementation.

We have tried to state some of these generalizations here. They are mostly qualitative rather than
mathematical. They have more the flavor of geology or evolutionary biology than the flavor of
theoretical



Page 110

physics. They are sufficiently strong to enable us today to design and build moderately intelligent
systems for a considerable range of task domains, as well as to gain a rather deep understanding of how
human intelligence works in many situations.

WHAT NEXT? In our account we have mentioned open questions as well as settled ones; there are
many of both. We see no abatement of the excitement of exploration that has surrounded this field over
the past quarter century. Two resource limits will determine the rate of progress over the next such
period. One is the amount of computing power that will be available. The second, and probably the more
important, is the number of talented young computer scientists who will be attracted to this area of
research as the most challenging they can tackle.

A. M. Turing concluded his famous paper "Computing Machinery and Intelligence"” [chapter 2 of this
volume] with the words:

We can only see a short distance ahead, but we can see plenty there that needs to be done.

Many of the things Turing saw in 1950 that needed to be done have been done, but the agenda is as full
as ever. Perhaps we read too much into his simple statement above, but we like to think that in it Turing
recognized the fundamental truth that all computer scientists instinctively know. For all physical symbol
systems, condemned as we are to serial search of the problem environment, the critical question is
always: What to do next?
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5
A Framework for
Representing Knowledge

Marvin Minsky
1974

1 Frames

It seems to me that the ingredients of most theories both in artificial intelligence and in psychology have been on the
whole too minute, local, and unstructured to account—either practically or phenomenologically—for the effectiveness of
common-sense thought. The "chunks" of reasoning, language, memory, and perception ought to be larger and more
structured; their factual and procedural contents must be more intimately connected in order to explain the apparent power
and speed of mental activities.

Similar feelings seem to be emerging in several centers working on theories of intelligence. They take one form in the
proposal of Papert and myself (1972) to divide knowledge into substructures, "microworlds”. Another form is in the
"problem spaces"” of Newell and Simon (1972), and yet another is in the new, large structures that theorists like Schank
(1973), Abelson (1973), and Norman (1973) assign to linguistic objects. | see all these as moving away from the
traditional attempts both by behavioristic psychologists and by logic-oriented students of Artificial Intelligence in trying to
represent knowledge as collections of separate, simple fragments.

I try here to bring together several of these issues by pretending to have a unified, coherent theory. The paper raises more
questions than it answers, and | have tried to note the theory's deficiencies.

Here is the essence of the theory: when one encounters a new situation (or makes a substantial change in one's view of the
present problem), one selects from memory a structure called a frame. This is a remembered framework to be adapted to
fit reality by changing details as necessary

A frame is a data structure for representing a stereotyped situation, like being in a certain kind of living room, or going to a
child's
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birthday party. Attached to each frame are several kinds of information. Some of this information is about how to use the
frame. Some is about what one can expect to happen next. Some is about what to do if these expectations are not
confirmed.

We can think of a frame as a network of nodes and relations. The top levels of a frame are fixed, and represent things that
are always true about the supposed situation. The lower levels have many terminals—slots that must be filled by specific
instances or data. Each terminal can specify conditions its assignments must meet. (The assignments themselves are
usually smaller subframes.) Simple conditions are specified by markers that might require a terminal assignment to be a
person, an object of sufficient value, or a pointer to a subframe of a certain type. More complex conditions can specify
relations among the things assigned to several terminals.



Collections of related frames are linked together into frame systems. The effects of the important actions are mirrored by
transformations between the frames of a system. These are used to make certain kinds of calculations economical, to
represent changes of emphasis and attention, and to account for the effectiveness of imagery.

For visual scene analysis, the different frames of a system describe the scene from different viewpoints, and the
transformations between one frame and another represent the effects of moving from place to place. For nonvisual kinds of
frames, the differences between the frames of a system can represent actions, cause-effect relations, or changes in
conceptual viewpoint. Different frames of a system share the same terminals; this is the critical point that makes it possible
to coordinate information gathered from different viewpoints.

Much of the phenomenological power of the theory hinges on the inclusion of expectations and other kinds of
presumptions. A frame's terminals are normally already filled with "default™ assignments. Thus a frame may contain a
great many details whose supposition is not specifically warranted by the situation. These have many uses in representing
general information, most likely cases, techniques for bypassing "logic”, and ways to make useful generalizations.

The default assignments are attached loosely to their terminals, so that they can be easily displaced by new items that
better fit the current situation. They thus can serve also as variables or as special cases for reasoning by example, or as
textbook cases, and often make the use of logical quantifiers unnecessary.
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The frame systems are linked, in turn, by an information retrieval network. When a proposed frame cannot be made to fit
reality—when we cannot find terminal assignments that suitably match its terminal marker conditions—this network
provides a replacement frame. These interframe structures make possible other ways to represent knowledge about facts,
analogies, and other information useful in understanding.

Once a frame is proposed to represent a situation, a matching process tries to assign values to each frame's terminals,
consistent with the markers at each place. The matching process is partly controlled by information associated with the
frame (which includes information about how to deal with surprises) and partly by knowledge about the system's current
goals. There are important uses for the information, obtained when a matching process fails. I will discuss how it can be
used to select an alternative frame that better suits the situation.

An apology: the schemes proposed herein are incomplete in many respects. First, | often propose representations without
specifying the processes that will use them. Sometimes I only describe properties the structures should exhibit. I talk about
markers and assignments as though it were obvious how they are attached and linked,; it is not.

Besides the technical gaps, | will talk as though unaware of many problems related to "understanding” that really need
much deeper analysis. | do not claim that the ideas proposed here are enough for a complete theory, only that the frame-
system scheme may help explain a number of phenomena of human intelligence. The basic frame idea itself is not
particularly original—it is in the tradition of the "schemata™ of Bartlett and the "paradigms" of Kuhn; the idea of a frame-
system is probably more novel. Winograd (1974) discusses the recent trend, in theories of Al, toward frame-like ideas.

In the body of the paper I discuss different kinds of reasoning by analogy, and ways to impose stereotypes on reality and
jump to conclusions based on partial-similarity matching. These are basically uncertain methods. Why not use methods
that are more logical and certain? Section 6 is a sort of appendix which argues that traditional logic cannot deal very well
with realistic, complicated problems because it is poorly suited to represent approximations to solutionsand these are
absolutely vital.

Thinking always begins with suggestive but imperfect plans and images; these are progressively replaced by
better—but usually still imperfect—ideas.
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1.3* Artificial intelligence and human problem solving

In this essay | draw no boundary between a theory of human thinking and a scheme for making an intelligent machine; no
purpose would be served by separating them today, since neither domain has theories good enough to explain, or produce,
enough mental capacity. There is, however, a difference in professional attitudes. Workers from psychology inherit
stronger desires to minimize the variety of assumed mechanisms. | believe this leads to attempts to extract more
performance from fewer "basic mechanisms" than is reasonable. Such theories especially neglect mechanisms of
procedure control and explicit representations of processes. On the other side, workers in Al have perhaps focused too
sharply on just such questions. Neither has given enough attention to the structure of knowledge, especially procedural
knowledge.

It is understandable that psychologists are uncomfortable with complex proposals not based on well established
mechanisms, but | believe that parsimony is still inappropriate at this stage, valuable as it may be in later phases of every
science. There is room in the anatomy and genetics of the brain for much more mechanism than anyone today is prepared
to propose, and we should concentrate for a while longer on sufficiency and efficiency rather than on necessity.

1.11 Default assignment

Although both seeing and imagining result in assignments to frame terminals, imagination leaves us wider choices of
detail and variety of such assignments. | conjecture that frames are never stored in longterm memory with unassigned
terminal values. Instead, what really happens is that frames are stored with weakly bound default assignments at every
terminal! These manifest themselves as often-useful but sometimes counterproductive stereotypes.

Thus if | say, "John kicked the ball", you probably cannot think of a purely abstract ball, but must imagine characteristics
of a vaguely particular ball; it probably has a certain default size, default color, default weight. Perhaps it is a descendant
of one you first owned or were injured by. Perhaps it resembles your latest one. In any case your image lacks the sharpness
of presence because the processes that

* Editor's note: Section numbers have been retained from the original tech report, and hence are not always sequential in this
abridged edition.
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inspect and operate upon the weakly bound default features are very likely to change, adapt, or detach them.

Such default assignments would have subtle, idiosyncratic influences on the paths an individual would tend to follow in
making analogies, generalizations, and judgements, especially when the exterior influences on such choices are weak.
Properly chosen, such stereotypes could serve as a storehouse of valuable heuristic plan skeletons; badly selected, they
could form paralyzing collections of irrational biases. Because of them, one might expect, as reported by Freud, to detect
evidences of early cognitive structures in free-association thinking.

2 Language, understanding, and scenarios

2.1 Words, sentences, and meanings



The device of images has several defects that are the price of its peculiar excellences. Two of these are perhaps the most
important: the image, and particularly the visual image, is apt to go farther in the direction of the individualisation of situations
than is biologically useful; and the principles of the combination of images have their own peculiarities and result in
constructions which are relatively wild, jerky, and irregular, compared with the straightforward unwinding of a habit, or with the
somewhat orderly march of thought. (Bartlett 1932/61)

The concepts of frame and default assignment seem helpful in discussing the phenomenology of "meaning". Chomsky
(1957) points out that such a sentence as

(A) colorless green ideas sleep furiously
is treated very differently from the nonsentence
(B) furiously sleep ideas green colorless

and suggests that because both are "equally nonsensical”, what is involved in the recognition of sentences must be quite
different from what is involved in the appreciation of meanings.

There is no doubt that there are processes especially concerned with grammar. Since the meaning of an utterance is
encoded as much in the positional and structural relations between the words as in the word choices themselves, there must
be processes concerned with analyzing those relations in the course of building the structures that will more directly
represent the meaning. What makes the words of (A) more
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effective and predictable than (B) in producing such a structure—putting aside the question of whether that structure
should be called semantic or syntactic—is that the word-order relations in (A) exploit the (grammatical) conventions and
rules people usually use to induce others to make assignments to terminals of structures. This is entirely consistent with
theories of grammar. A generative grammar would be a summary description of the exterior appearance of those frame
rulesor their associated processes—while the operators of transformational grammars seem similar enough to some of our
frame transformations.

But one must also ask: to what degree does grammar have a separate identity in the actual working of a human mind?
Perhaps the rejection of an utterance (either as ungrammatical, as nonsensical, or, most important, as not understood)
indicates a more complex failure of the semantic process to arrive at any usable representation; | will argue now that the
grammar/meaning distinction may illuminate two extremes of a continuum but obscures its all-important interior.

We certainly cannot assume that logical meaninglessness has a precise psychological counterpart. Sentence (A) can
certainly generate an image! The dominate frame (in my case) is that of someone sleeping; the default system assigns a
particular bed, and in it lies a mummy-like shape-frame with a translucent green color property. In this frame there is a
terminal for the character of the sleep—restless, perhapsand ‘furiously’ seems somewhat inappropriate at that terminal,
perhaps because the terminal does not like to accept anything so "intentional” for a sleeper. 'ldea’ is even more disturbing,
because a person is expected, or a least something animate. | sense frustrated procedures trying to resolve these tensions
and conflicts more properly, here or there, into the sleeping framework that has been evoked.

Utterance (B) does not get nearly so far because no subframe accepts any substantial fragment. As a result, no larger frame
finds anything to match its terminals, hence, finally, no top level "meaning™ or "sentence™ frame can organize the utterance
as either meaningful or grammatical. By combining this "soft" theory with gradations of assignment tolerances, | imagine
one could develop systems that degrade properly for sentences with poor grammar rather than none; if the smaller
fragments—phrases and subclauses—satisfy subframes well enough, an image adequate for certain kinds of
comprehension could be constructed anyway, even though some parts of the top level structure are not entirely satisfied.
Thus we arrive at a qualitative theory of "grammatical": if the top levels are satisfied but some lower terminals are
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not, we have a meaningless sentence; if the top is weak but the bottom solid, we can have an ungrammatical but
meaningful utterance.

I do not mean to suggest that sentences must evoke visual images. Some people do not admit to assigning a color to the
ball in "He kicked the ball." But everyone admits (eventually) to having assumed, if not a size or color, at least some
purpose, attitude, or other elements of an assumed scenario. When we go beyond vision, terminals and their default
assignments can represent purposes and functions, not just colors, sizes, and shapes.

2.6 Scenarios

Thinking ... is biologically subsequent to the image-forming process. It is possible only when a way has been found of breaking
up the "massed" influence of past stimuli and situations, only when a device has already been discovered for conquering the
sequential tyranny of past reactions. But though it is a later and a higher development, it does not supercede the method of
images. It has its own drawbacks. Contrasted with imagining it loses something of vivacity, of vividness, of variety. Its
prevailing instruments are words, and, not only because these are social, but also because in use they are necessarily strung out
in sequence, they drop into habit reactions even more readily than images do. [With thinking] we run greater and greater risk of
being caught up in generalities that may have little to do with actual concrete experience. If we fail to maintain the methods of
thinking, we run the risks of becoming tied to individual instances and of being made sport of by the accidental circumstances
belonging to these.

(Bartlett 1932/61)

We condense and conventionalize, in language and thought, complex situations and sequences into compact words and
symbols. Some words can perhaps be “defined" in elegant, simple structures, but only a small part of the meaning of
"trade™ is captured by:

(first frame) (second frame)

A has X B hasY ® B has X AhasY

Trading normally occurs in a social context of law, trust, and convention. Unless we also represent these other facts, most
trade transactions will be almost meaningless. It is usually essential to know that each party usually wants both things but
has to compromise. It is a happy but unusual circumstance in which each trader is glad to get rid of what he has. To
represent trading strategies, one could insert the basic
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maneuvers right into the above frame-pair scenario: in order for A to make B want X more (or want Y less) we expect him
to select one of the familiar tactics:

* Offer more for Y.

* Explain why X is so good.

« Create favorable side-effect of B having X.
* Disparage the competition.

» Make B think C wants X.

These only scratch the surface. Trades usually occur within a scenario tied together by more than a simple chain of events
each linked to the next. No single such scenario will do; when a clue about trading appears, it is essential to guess which of
the different available scenarios is most likely to be useful.

Charniak's thesis (1972) studies questions about transactions that seem easy for people to comprehend yet obviously need
rich default structures. We find in elementary school reading books such stories as:

Jane was invited to Jack's birthday party.

She wondered if he would like a kite.

She went to her room and shook her piggy bank.
It made no sound.

Most young readers understand that Jane wants money to buy Jack a kite for a present but that there is no money to pay for
it in her piggy bank. Charniak proposes a variety of ways to facilitate such inferences—a "demon™ for 'present' that looks
for things concerned with money, a demon for 'piggy bank' which knows that shaking without sound means the bank is
empty, and so on. But although 'present’ now activates ‘money’, the reader may be surprised to find that neither of those
words (nor any of their synonyms) occurs in the story. 'Present’ is certainly associated with 'party’ and ‘money" with 'bank’,
but how are the longer chains built up? Here is another problem raised by Charniak. A friend tells Jane:

He already has a Kite.
He will make you take it back.

Take which kite back? We do not want Jane to return Jack's old kite. To determine the referent of the pronoun 'it' requires
understanding a lot about an assumed scenario. Clearly, 'it' refers to the proposed new kite. How does one know this?
(Note that we need not agree on any single
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explanation.) Generally, pronouns refer to recently mentioned things, but as this example shows, the referent depends on
more than the local syntax.

Suppose for the moment we are already trying to instantiate a "buying-a-present” default subframe. Now, the word 'it'
alone is too small a fragment to deal with, but 'take it back' could be a plausible unit to match a terminal of an
appropriately elaborate 'buying' scenario. Since that terminal would be constrained to agree with the assignment of
‘present’ itself, we are assured of the correct meaning of 'it' in ‘take X back'. Automatically, the correct kite is selected. Of
course, that terminal will have its own constraints as well; a subframe for the 'take-it-back' idiom should know that ‘take X
back' requires that:

» X was recently purchased.
* The return is to the place of purchase.
* You must have your sales slip.

And so on.

If the current scenario does not contain a 'take-it-back' terminal, then we have to find one that does and substitute it,
maintaining as many prior assignments as possible. Notice that if things go well, the question of it being the old kite never
even arises. The sense of ambiguity arises only when a "near miss" mismatch is tried and rejected.

Charniak's proposed solution to this problem is in the same spirit but emphasizes understanding that, because Jack already
has a kite, he may not want another one. He proposes a mechanism associated with ‘present':

(A) If we see that person P might not like a present X, then look for X being returned to the store where it was
bought.

(B) If we see this happening, or even being suggested, assert that the reason why is that P does not like X.

This statement of "advice" is intended by Charniak to be realized as a production-like entity, to be added to the currently
active data base whenever a certain kind of context is encountered. Later, if its antecedent condition is satisfied, its action
adds enough information about Jack and about the new kite to lead to a correct decision about the pronoun.
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Charniak in effect proposes that the system should watch for certain kinds of events or situations and inject proposed
reasons, motives, and explanations for them. The additional interconnections between the story elements are expected to
help bridge the gaps that logic might find it hard to cross, because the additions are only "plausible™ default explanations,
assumed without corroborative assertions. By assuming (tentatively) "does not like X" when X is taken back, Charniak
hopes to simulate much of ordinary "comprehension™ of what is happening. We do not yet know how complex and various
such plausible inferences must be to get a given level of performance, and the thesis does not answer this because it did
not include a large simulation. Usually he proposes terminating the process by asserting the allegedly plausible motive
without further analysis unless necessary. To understand why Jack might return the additional kite, it should usually be
enough to assert that he does not like it. A deeper analysis might reveal that Jack would not really mind having two Kites
but he probably realizes that he will get only one present; his utility for two different presents is probably higher.

2.7 Scenarios and "'questions'’



The meaning of a child's birthday party is very poorly approximated by any dictionary definition like "a party assembled to
celebrate a birthday", where a party would be defined, in turn, as "people assembled for a celebration™. This lacks all the
flavor of the culturally required activities. Children know that the "definition™ should include more specifications, the
particulars of which can normally be assumed by way of default assignments:

Dress Sunday best.
Present .. Must please host.
Must be bought and gift wrapped.
Games e Hide and seek; pin tail on donkey.
Decor Balloons, favors, crepe-paper.
Party-meal  .................. Cake, ice cream, soda, hot dogs.
Cake Candles; blow out; wish; sing birthday song.
Ice-cream . Standard three-flavor.

These ingredients for a typical American birthday party must be set into a larger structure. Extended events take place in
one or more days.
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A Party takes place in a day, of course, and occupies a substantial part of it, so we locate it in an appropriate Day frame. A
typical day has main events, such as:

Get-up Dress Eat-1 Go-to-Work Eat-2
but a School-Day has more fixed detail:
Get-up Dress
Eat-1 Go-to-School Be-in-School
Home-Room Assembly English Math (arrgh)
Eat-2 Science Recess Sport
Go-Home Play
Eat-3 Homework
Go-To-Bed

Birthday parties obviously do not fit well into school-day frames. Any parent knows that the Party-Meal is bound to Eat-2
of its Day. | remember a child who did not seem to realize this. Absolutely stuffed after the Party-Meal, he asked when he
would get Lunch.

Returning to Jane's problem with the kite, we first hear that she is invited to Jack's birthday party. Without this party
scenario, or at least an invitation scenario, the second line seems rather mysterious:

She wondered if he would like a kite.



To explain one's rapid comprehension of this, | will make a somewhat radical proposal: to represent explicitly, in the fame
for a scenario structure, pointers to a collection of the most serious problems and questions commonly associated with it.
In fact, we shall consider the idea that the frame terminals are exactly those questions. Thus, for the birthday party:

Y must get P for X ........... Choose P!
XmustlikeP .....ccce..e.. Will X like P?
BUYP oo Where to buy P?

Get money to buy P .... Where to get money?
(Sub-question of the Buy frame?)
Y must dress up ................ What should Y wear?
Certainly these are one's first concerns, when one is invited to a party.

The reader is free to wonder, with the author, whether this solution is acceptable. The question, "Will X like P?" certainly
matches "She wondered if he would like a kite?" and correctly assigns the kite to P.
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But is our world regular enough that such question sets could be precompiled to make this mechanism often work
smoothly? I think the answer is mixed. We do indeed expect many such questions; we surely do not expect all of them.
But surely "expertise” consists partly in not having to realize ab initio what are the outstanding problems and interactions
in situations. Notice, for example, that there is no default assignment for the Present in our party-scenario frame. This
mandates attention to that assignment problem and prepares us for a possible thematic concern. In any case, we probably
need a more active mechanism for understanding "wondered" which can apply the information currently in the frame to
produce an expectation of what Jane will think about.

The third line of our story, about shaking the bank, should also eventually match one of the present-frame questions, but
the unstated connection between Money and Piggy-Bank is presumably represented in the piggy-bank frame, not the party
frame, although once it is found, it will match our Get-Money question terminal. The primary functions and actions
associated with piggy banks are Saving and Getting-Money-Out, and the latter has three principal methods:

(1) Using a key. (Most piggy banks don't offer this option.)
(2) Breaking it. (Children hate this.)
(3) Shaking the money out, or using a thin slider.

In the fourth line, does one know specifically that a silent Piggy Bank is empty, and hence out of money (I think, yes), or
does one use general knowledge that a hard container which makes no noise when shaken is empty? | have found quite a
number of people who prefer the latter. Logically, the "general principle” would indeed suffice, but I feel that this misses
the important point that a specific scenario of this character is engraved in every child's memory. The story is instantly
intelligible to most readers. If more complex reasoning from general principles were required, this would not be so, and
more readers would surely go astray. It is easy to find more complex problems.

A goat wandered into the yard where Jack was painting. The goat got the paint all over himself. When Jack's mother
saw the goat, she asked, "Jack, did you do that?"



There is no one word or line, which is the referent of"that". It seems to refer, as Charniak notes, to "cause the goat to be
covered with paint”. Charniak does not permit himself to make a specific proposal
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to handle this kind of problem, remarking only that his "demon" model would need a substantial extension to deal with
such a poorly localized "thematic subject™. Consider how much one has to know about our culture, to realize that that is
not the goat-in-the-yard but the goat-covered-with-paint. Charniak’s thesis-basically a study rather than a debugged
system—discusses issues about the activation, operation, and dismissal of expectation and default-knowledge demons.
Many of his ideas have been absorbed into this essay.

In spite of its tentative character, | will try to summarize this image of language understanding as somewhat parallel to
seeing. The key words and ideas of a discourse evoke substantial thematic or scenario structures, drawn from memory with
rich default assumptions. The individual statements of a discourse lead to temporary representations-which seem to
correspond to what contemporary linguists call "deep structures”-which are then quickly rearranged or consumed in
elaborating the growing scenario representation. In order of “scale”, among the ingredients of such a structure there might
be these kinds of levels:

SURFACE SYNTACTIC FRAMES. Mainly verb and noun structures. Prepositional and word-order indicator
conventions.

SURFACE SEMANTIC FRAMES. Action-centered meanings of words. Qualifiers and relations concerning
participants, instruments, trajectories and strategies, goals, consequences, and side-effects.

THEMATIC FRAMES. Scenarios concerned with topics, activities, portraits, setting. Outstanding problems and
strategies commonly connected with topic.

NARRATIVE FRAMES. Skeleton forms for typical stories, explanations, and arguments. Conventions about foci,
protagonists, plot forms, development, and so on, designed to help a listener construct a new, instantiated thematic
frame in his own mind.

A single sentence can assign terminals, attach subframes, apply a transformation, or cause a gross replacement of a high-
level frame when a proposed assignment no longer fits well enough. A pronoun is comprehensible only when general
linguistic conventions, interacting with defaults and specific indicators, determine a terminal or subframe of the current
scenario.

In vision the transformations usually have a simple grouplike structure; in language we expect more complex, less regular
systems of frames. Nevertheless, because time, cause, and action are so important
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to us, we often use sequential transformation pairs that replace situations by their temporal or causal successors.

Because syntactic structural rules direct the selection and assembly of the transient sentence frames, research on linguistic
structures should help us understand how our frame systems are constructed. One might look for such structures
specifically associated with assigning terminals, selecting emphasis or attention viewpoints (transformation), inserting
sentential structures into thematic structures, and changing gross thematic representations.

Finally, just as there are familiar "basic plots” for stories, there must be basic superframes for discourses, arguments,
narratives, and so forth. As with sentences, we should expect to find special linguistic indicators for operations concerning
these larger structures; we should move beyond the grammar of sentences to try to find and systematize the linguistic
conventions that, operating across wider spans, must be involved with assembling and transforming scenarios and plans.

2.8 Questions, systems, and cases
Questions arise from a point of view—from something that helps to structure what is problematical, what is worth asking, and what
constitutes an answer (or progress). It is not that the view determines reality, only what we accept from reality and how we structure
it. I am realist enough to believe that in the long run reality gets its own chance to accept or reject our various views.
(Newell 1973a)

Examination of linguistic discourse leads thus to a view of the frame concept in which the "terminals™ serve to represent
the questions most likely to arise in a situation. To make this important viewpoint more explicit, we will spell out this
reinterpretation.

A frame is a collection of questions to be asked about a hypothetical situation: it specifies issues to be raised
and methods to be used in dealing with them.

The terminals of a frame correspond perhaps to what Schank (1973) calls "conceptual cases", although I do not think we
should restrict them to as few types as Schank suggests. To understand a narrated or perceived action, one often feels
compelled to ask such questions as

» What caused it (agent)?

«What was the purpose (intention)?
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» What are the consequences (side-effects)?
* Whom does it affect (recipient)?
*.How is it done (instrument)?

The number of such "cases" or questions is problematical. While we would like to reduce meaning to a very few
"primitive™ concepts, perhaps in analogy to the situation in traditional linguistic analysis, | know of no reason to suppose
that that goal can be achieved. My own inclination is to side with such workers as Martin (1974) who look toward very
large collections of "primitives"”, annotated with comments about how they are related. Only time will tell which is better.

For entities other than actions, one asks different questions; for thematic topics the questions may be much less localized,
for instance:

» Why are they telling this to me?



* How can I find out more about it?
* How will it help with the "real problem™?

In a "story" one asks what is the topic, what is the author's attitude, what is the main event, who are the protagonists, and
so on. As each question is given a tentative answer, the corresponding subframes are attached and the questions they ask
become active in turn.

The "markers™ we proposed for vision-frames become more complex in this view. If we adopt for the moment Newell's
larger sense of "view", it is not enough simply to ask a question; one must indicate how it is to be answered. Thus a
terminal should also contain (or point to) suggestions and recommendations about how to find an assignment. Our
"default" assignments then become the simplest special cases of such recommendations, and one certainly could have a
hierarchy in which such proposals depend on features of the situation, perhaps along the lines of Wilks's (1973)
"preference" structures.

For syntactic frames, the drive toward ritualistic completion of assignments is strong, but we are more flexible at the
conceptual level. As Schank (1973) says:

People do not usually state all the parts of a given thought that they are trying to communicate because the speaker tries to be brief
and leaves out assumed or inessential information ... The conceptual processor makes use of the unfilled slots to search for a given
type of information in a sentence or a larger unit of discourse that will fill the needed slot.
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Even in physical perception we have the same situation. A box will not present all of its sides at once to an observer, and,
although this is certainly not because it wants to be brief, the effect is the same; the processor is prepared to find out what
the missing sides look like and (if the matter is urgent enough) to move around to find answers to such questions.

Frame systems, in this view, become choice points corresponding (on the conceptual level) to the mutually exclusive
choice "systems" exploited by Winograd (1970). The different frames of a system represent different ways of using the
same information, located at the common terminals. As in the grammatical situation, one has to choose one of them at a
time. On the conceptual level this choice becomes: what questions shall I ask about this situation?

View changing, as we shall argue, is a problem-solving technique important in representing, explaining, and predicting. In
the rearrangements inherent in the frame-system representation (for example, of an action), we have a first approximation
to Simmons's (1973) idea of "procedures which in some cases will change the contextual definitional structure to reflect
the action of a verb".

Where do the "questions"” come from? This is not in the scope of this paper, really, but we can be sure that the frame
makers (however they operate) must use some principles. The methods used to generate the questions ultimately shape
each person's general intellectual style. People surely differ in details of preferences for asking "Why?", "How can | find
out more?”, "What's in it for me?", "How will this help with the current higher goals?”, and so forth.

Similar issues about the style of answering must arise. In its simplest form, the drive toward instantiating empty terminals
would appear as a variety of hunger or discomfort, satisfied by any default or other assignment that does not conflict with
a prohibition. In more complex cases we should perceive less animalistic strategies for acquiring deeper understandings.



It is tempting, then, to imagine varieties of frame systems that span from simple template-filling structures to
implementations of the "views" of Newell—with all their implications about coherent generators of issues with which to
be concerned, ways to investigate them, and procedures for evaluating proposed solutions. But | feel uncomfortable about
any superficially coherent synthesis in which one expects the same kind of theoretical framework to function well on many
different levels of scale or concept. We should expect very
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different question-processing mechanisms to operate our low-level stereotypes and our most comprehensive strategic
overviews.

3 Learning, memory, and paradigms

To the child, nature gives various means of rectifying any mistakes he may commit respecting the salutary or hurtful qualities of
the objects which surround him. On every occasion his judgements are corrected by experience; want and pain are the necessary
consequences arising from false judgement; gratification and pleasure are produced by judging aright. Under such masters, we
cannot fail but to become well informed; and we soon learn to reason justly, when want and pain are the necessary consequences
of a contrary conduct.

In the study and practice of the sciences it is quite different: the false judgments we form neither affect our existence nor our
welfare; and we are not forced by any physical necessity to correct them. Imagination, on the contrary, which is ever wandering
beyond the bounds of truth, joined to self-love and that self-confidence we are so apt to indulge, prompt us to draw conclusions
that are not immediately derived from facts.

(Lavoisier 1789/1949)

How does one locate a frame to represent a new situation? Obviously, we cannot begin any complete theory outside the
context of some proposed global scheme for the organization of knowledge in general. But if we imagine working within
some bounded domain, we can discuss some important issues:

EXPECTATION: How to select an initial frame to meet some given conditions.
ELABORATION: How to select and assign subframes to represent additional details.
ALTERATION: How to find a frame to replace one that does not fit well enough.

NOVELTY: What to do if no acceptable frame can be found. Can we modify an old frame or must we build a new
one?

LEARNING: What frames should be stored, or modified, as result of the experience?

In popular culture, memory is seen as separate from the rest of thinking; but finding the right memory—it would be better
to say: finding a
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useful memory—needs the same sorts of strategies used in other kinds of thinking!

We say someone is “clever” who is unusually good at quickly locating highly appropriate frames. His information-retrieval
systems are better at making good hypotheses, formulating the conditions the new frame should meet, and exploiting
knowledge gained in the "unsuccessful” part of the search. Finding the right memory is no less a problem than solving any
other kind of puzzle! Because of this, a good retrieval mechanism can be based only in part upon basic "innate"
mechanisms. It must also depend largely on (learned) knowledge about the structure of one's own knowledge! Our
proposal will combine several elements—a pattern-matching process, a clustering theory, and a similarity network.

In seeing a room or understanding a story, one assembles a network of frames and subframes. Everything noticed or
guessed, rightly or wrongly, is represented in this network. We have already suggested that an active frame cannot be
maintained unless its terminal conditions are satisfied.

We now add the postulate that all satisfied frames must be assigned to terminals of superior frames. This applies, as a
special case, to any substantial fragments of "data™ that have been observed and represented.

Of course, there must be an exception! We must allow a certain number of items to be attached to something like a set of
"short term memory" registers. But the intention is that very little can be remembered unless embedded in a suitable frame.
This, at any rate, is the conceptual scheme; in certain domains we would, of course, admit other kinds of memory "hooks"
and special sensory buffers.

3.1 Requests to memory

We can now imagine the memory system as driven by two complementary needs. On one side are items demanding to be
properly represented by being embedded into larger frames; on the other side are incompletely filled frames demanding
terminal assignments. The rest of the system will try to placate these lobbyists, but not so much in accord with general
principles as in accord with special knowledge and conditions imposed by the currently active goals.

When a frame encounters trouble—when an important condition cannot be satisfied—something must be done. We
envision the following major kinds of accommodation to trouble:
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MATCHING: When nothing more specific is found, we can attempt to use some "basic" associative memory
mechanism. This will succeed by itself only in relatively simple situations, but should play a supporting role
in the other tactics.

EXCUSE: An apparent misfit can often be excused or explained. A "chair" that meets all other conditions but
Is much too small could be a "toy".

ADVICE: The frame contains explicit knowledge about what to do about the trouble. Below, we describe an
extensive, learned, "similarity network™ in which to embed such knowledge.

SUMMARY: If a frame cannot be completed or replaced, one must give it up. But first one must construct a
well-formulated complaint or summary to help whatever process next becomes responsible for reassigning the
subframes left in limbo.

In my view, all four of these are vitally important. | discuss them in the following sections.

3.3 Excuses



We can think of a frame as describing an "ideal™. If an ideal does not match reality because it is "basically” wrong, it must
be replaced. But it is in the nature of ideals that they are really elegant simplifications; their attractiveness derives from
their simplicity, but their real power depends upon additional knowledge about interactions between them! Accordingly
we need not abandon an ideal because of a failure to instantiate it, provided one can explain the discrepancy in terms of
such an interaction. Here are some examples in which such an "excuse" can save a failing match:

OCCLUSION: A table, in a certain view, should have four legs, but a chair might occlude one of them.
One can look for things like T-joints and shadows to support such an excuse.

FUNCTIONAL VARIANT: A chair-leg is usually a stick, geometrically; but more important, it is
functionally a support. Therefore, a strong center post, with an adequate base plate, should be an acceptable
replacement for all the legs. Many objects are multiple purpose and need functional rather than physical
descriptions.

BROKEN: A visually missing component could be explained as in fact physically missing, or it could be
broken. Reality has a variety of way to frustrate ideals.
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PARASITIC CONTEXTS: An object that is just like a chair, except in size, could be (and probably is) a toy
chair. The complaint "too small” could often be so interpreted in contexts with other things too small, children
playing, peculiarly large "grain”, and so forth.

In most of these examples, the kinds of knowledge to make the repair—and thus salvage the current frame—are "general”

enough usually to be attached to the thematic context of a superior frame. In the remainder of this essay, | will concentrate
on types of more sharply localized knowledge that would naturally be attached to a frame itself, for recommending its own
replacement.

3.5 Clusters, classes, and a geographic analogy

Though a discussion of some of the attributes shared by a number of games or chairs or leaves often helps us to learn how to
employ the corresponding term, there is no set of characteristics that is simultaneously applicable to all members of the class and
to them alone. Instead, confronted with a previously unobserved activity, we apply the term 'game’ because what we are seeing
bears a close "family resemblance” to a number of the activities we have previously learned to call by that name. For
Wittgenstein, in short, games, chairs, and leaves are natural families, each constituted by a network of overlapping and crisscross
resemblances. The existence of such a network sufficiently accounts for our success in identifying the corresponding object or
activity.

(Kuhn 1962/70, p. 45)

To make the similarity network act more “"complete", consider the following analogy. In a city, any person should be able
to visit any other; but we do not build a special road between each pair of houses; we place a group of houses on a "block™.
We do not connect roads between each pair of blocks, but have them share streets. We do not connect each town to every
other, but construct main routes, connecting the centers of larger groups. Within such an organization, each member has
direct links to some other individuals at its own "level”, mainly to nearby, highly similar ones; but each individual has also
at least a few links to "distinguished” members of higher-level groups. The result is that there is usually a rather short
sequence between any two individuals, if one can but find it.

To locate something in such a structure, one uses a hierarchy like the one implicit in a mail address. Everyone knows
something about the largest categories, in that he knows where the major cities are. An
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inhabitant of a city knows the nearby towns, and people in the towns know the nearby villages. No person knows all the
individual routes between pairs of houses; but, for a particular friend, one may know a special route to his home in a
nearby town that is better than going to the city and back. Directories factor the problem, basing paths on standard routes
between major nodes in the network. Personal shortcuts can bypass major nodes and go straight between familiar
locations. Although the standard routes are usually not quite the very best possible, our stratified transport and
communication services connect everything together reasonably well, with comparatively few connections.

At each level, the aggregates usually have distinguished foci or capitals. These serve as elements for clustering at the next
level of aggregation. There is no nonstop airplane service between New Haven and San Jose because it is more efficient
overall to share the trunk route between New York and San Francisco, which are the capitals at that level of aggregation.

As our memory networks grow, we can expect similar aggregations of the destinations of our similarity pointers. Our
decisions about what we consider to be primary or trunk difference features and which are considered subsidiary will have
large effects on our abilities. Such decisions eventually accumulate to become epistemological commitments about the
conceptual cities of our mental universe.

The nonrandom convergences and divergences of the similarity pointers, for each difference d, thus tend to structure our
conceptual world around

» the aggregation into d-clusters, and
«.the selection of d-capitals.
Note that it is perfectly all right to have several capitals in a cluster, so

that there need be no one attribute common to them all. The "crisscross resemblances™ of Wittgenstein are then
consequences of the local connections in our similarity network, which are surely adequate to explain how we can feel as
though we know what a chair or a game is—yet cannot always define it in a logical way as an element in some class-
hierarchy or by any other kind of compact, formal, declarative rule. The apparent coherence of the conceptual aggregates
need not reflect explicit definitions, but can emerge from the success-directed sharpening of the difference-describing
processes.
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The selection of capitals corresponds to selecting the stereotypes or typical elements whose default assignments are
unusually useful. There are many forms of chairs, for example, and one should choose carefully the chair-description
frames that are to be the major capitals of chairland. These are used for rapid matching and assigning priorities to the
various differences. The lower-priority features of the cluster center then serve either as default properties of the chair
types or, if more realism is required, as dispatch pointers to the local chair villages and towns. Difference points could be
"functional” as well as geometric. Thus, after rejecting a first try at "chair", one might try the functional idea of "something
one can sit on" to explain an unconventional form. This requires a deeper analysis in terms of forces and strengths. Of
course, that analysis would fail to capture toy chairs, or chairs of such ornamental delicacy that their actual use would be
unthinkable. These would be better handled by the method of excuses, in which one would bypass the usual geometrical or
functional explanations in favor of responding to contexts involving art or play.



It is important to reemphasize that there is no reason to restrict the memory structure to a single hierarchy; the notions of
"level" of aggregation need not coincide for different kinds of differences. The d-capitals can exist, not only by explicit
declarations, but also implicitly by their focal locations in the structure defined by convergent d-pointers. (In Newell and
Simon's GPS framework, the "differences™ are ordered into a fixed hierarchy. By making the priorities depend on the goal,
the same memories could be made to serve more purposes; the resulting problem solver would lose the elegance of a
single, simple-ordered measure of "progress”, but that is the price of moving from a first-order theory.)

Finally, we should point out that we do not need to invoke any mysterious additional mechanism for creating the
clustering structure. Developmentally, one would assume, the earliest frames would tend to become the capitals of their
later relatives, unless this is firmly prevented by experience, because each time the use of one stereotype is reasonably
successful, its centrality is reinforced by another pointer from somewhere else. Otherwise, the acquisition of new centers is
in large measure forced upon us from the outside: by the words available in our language; by the behavior of objects in
our environment; by what we are told by our teachers, family, and general culture. Of course, at each step the structure of
the previous structure dominates the acquisition of the later. But in any case such forms and clusters should emerge
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from the interactions between the world and almost any memoryusing mechanism; it would require more explanation were
they not found!

3.6 Analogies and alternative descriptions

We have discussed the use of different frames of the same system to describe the same situation in different ways: for
change of position in vision and for change of emphasis in language. Sometimes, in "problem solving™, we use two or
more descriptions in a more complex way to construct an analogy or to apply two radically different kinds of analysis to
the same situation. For hard problems, one "problem space” is usually not enough!

Suppose your car battery runs down. You believe that there is an electricity shortage and blame the generator.

The generator can be represented as a mechanical system: the rotor has a pulley wheel driven by a belt from the engine. Is
the belt tight enough? Is it even there? The output, seen mechanically, is a cable to the battery or whatever. Is it intact? Are
the bolts tight? Are the brushes pressing on the commutator?

Seen electrically, the generator is described differently. The rotor is seen as a flux-linking coil, rather than as a rotating
device. The brushes and commutator are seen as electrical switches. The output is current along a pair of conductors
leading from the brushes through control circuits to the battery.

We thus represent the situation in two quite different frame systems. In one, the armature is a mechanical rotor with
pulley; in the other, it is a conductor in a changing magnetic field. The same-—or analogous—elements share terminals of
different frames, and the frame transformations apply only to some of them.

The differences between the two frames are substantial. The entire mechanical chassis of the car plays the simple role, in
the electrical frame, of one of the battery connections. The diagnostician has to use both representations. A failure of
current to flow often means that an intended conductor is not acting like one. For this case, the basic transformation
between the frames depends on the fact that electrical continuity is in general equivalent to firm mechanical attachment.
Therefore, any conduction disparity revealed by electrical measurements should make us look for a corresponding
disparity in the mechanical frame. In fact, since "repair” in this universe is synonymous with "mechanical repair", the
diagnosis must end in the



Page 134

mechanical frame. Eventually, we might locate a defective mechanical junction and discover a loose connection,
corrosion, wear, or whatever.

Why have two separate frames, rather than one integrated structure to represent the generator? | believe that in such a
complex problem, one can never cope with many details at once. At each moment one must work within a reasonably
simple framework. | contend that any problem that a person can solve at all is worked out at each moment in a small
context and that the key operations in problem solving are concerned with finding or constructing these working
environments.

Indeed, finding an electrical fault requires moving between at least three frames: a visual one along with the electrical and
mechanical frames. If electrical evidence suggests a loose mechanical connection, one needs a visual frame to guide
oneself to the mechanical fault.

Are there general methods for constructing adequate frames? The answer is both yes and no! There are some often-useful
strategies for adapting old frames to new purposes; but | should emphasize that humans certainly have no magical way to
solve all hard problems! One must not fall into what Papert calls the superhuman-human fallacy and require a theory of
human behavior to explain even things that people cannot really do!

One cannot expect to have a frame exactly right for any problem or expect always to be able to invent one. But we do have
a good deal to work with, and it is important to remember the contribution of one's culture in assessing the complexity of
problems people seem to solve. The experienced mechanic need not routinely invent; he already has engine representations
in terms of ignition, lubrication, cooling, timing, fuel mixing, transmission, compression, and so forth. Cooling, for
example, is already subdivided into fluid circulation, air flow, thermostasis, and the like. Most "ordinary" problems are
presumably solved by systematic use of the analogies provided by the transformations between pairs of these structures.
The huge network of knowledge, acquired from school, books, apprenticeship, or whatever, is interlinked by difference
and relevancy pointers. No doubt, the culture imparts a good deal of this structure by its conventional use of the same
words in explanations of different views of a subject.

3.8 Frames and paradigms

Until that scholastic paradigm [the medieval 'impetus' theory] was invented, there were no pendulums, but only swinging stones, for

Page 135
scientists to see. Pendulums were brought into the world by something very like a paradigm-induced gestalt switch.

Do we, however, really need to describe what separates Galileo from Aristotle, or Lavoisier from Priestly, as a transformation of
vision? Did these men really see different things when looking at the same sorts of objects? Is there any legitimate sense in which we
can say they pursued their research in different worlds? ...

I am ... acutely aware of the difficulties created by saying that when Aristotle and Galileo looked at swinging stones, the first saw
constrained fall, the second a pendulum. ... Nevertheless, | am convinced that we must learn to make sense of sentences that at least
resemble these.

(Kuhn 1962/70, pp. 120-121)

According to Kuhn's model of scientific evolution, normal science proceeds by using established descriptive schemes.
Major changes result from new paradigms, new ways of describing things that lead to new methods and techniques.
Eventually there is a redefining of"normal”. Now while Kuhn prefers to apply his own very effective redescription
paradigm at the level of major scientific revolutions, it seems to me that the same idea applies as well to the microcosm of
everyday thinking. Indeed, in the above quotation, we see that Kuhn is seriously considering that the paradigms play a
substantive rather than metaphorical role in visual perception, just as we have proposed for frames.



Whenever our customary viewpoints do not work well, whenever we fail to find effective frame systems in memory, we
must construct new ones that bring out the right features. Presumably, the most usual way to do this is to build some sort
of pair-system from two or more old ones and then edit or debug it to suit the circumstances. How might this be done? It is
tempting to formulate the requirements, and then solve the construction problem.

But that is certainly not the usual course of ordinary thinking! Neither are requirements formulated all at once, nor is the
new system constructed entirely by deliberate preplanning. Instead we recognize unsatisfied requirements, one by one, as
deficiencies or "bugs", in the course of a sequence of modifications made to an unsatisfactory representation.

I think Papert (1972; see also Minsky 1970) is correct in believing that the ability to diagnose and modify one's own
procedures is a collection of specific and important "skills". Debugging, a fundamentally important component of
intelligence, has its own special techniques and procedures. Every normal person is pretty good at them; or
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otherwise he would not have learned to see and talk! Although this essay is already speculative, | would like to point here
to the theses of Goldstein (1974) and Sussman (1973/75) about the explicit use of knowledge about debugging in learning
symbolic representations. They build new procedures to satisfy multiple requirements by such elementary but powerful
techniques as:

(1) Make a crude first attempt by the first order method of simply putting together procedures that separately
achieve the individual goals.

(2) If something goes wrong, try to characterize one of the defects as a specific (and undesirable) kind of interaction
between two procedures.

(3) Apply a debugging technique that, according to a record in memory, is good at repairing that specific kind of
interaction.

(4) Summarize the experience, to add to the "debugging techniques library™ in memory.

These might seem simple minded, but if the new problem is not too radically different from the old ones, they have a good
chance to work, especially if one picks out the right first-order approximations. If the new problem is radically different,
one should not expect any learning theory to work well. Without a structured cognitive map—uwithout the "near misses" of
Winston or a cultural supply of good training sequences of problems, we should not expect radically new paradigms to
appear magically whenever we need them.

What are "kinds of interactions”, and what are "debugging techniques"? The simplest, perhaps, are those in which the
result of achieving a first goal interferes with some condition prerequisite for achieving a second goal. The simplest repair
is to reinsert the prerequisite as a new condition. There are examples in which this technique alone cannot succeed because
a prerequisite for the second goal is incompatible with the first. Sussman presents a more sophisticated diagnosis and
repair method that recognizes this and exchanges the order of the goals. Goldstein considers related problems in a multiple
description context.

If asked about important future lines of research on artificial or natural intelligence, | would point to the interactions
between these ideas and the problems of using multiple representations to deal with the same situation from several
viewpoints. To carry out such a study, we need better ideas about interactions among the transformed
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relationships. Here the frame-system idea by itself begins to show limitations. Fitting together new representations from
parts of old ones is clearly a complex process itself, and one that could be solved within the framework of our theory (if at
all) only by an intricate bootstrapping. This, too, is surely a special skill with its own techniques. I consider it a crucial
component of a theory of intelligence.

We must not expect complete success in the above enterprise; there is a difficulty, as Newell (1973) notes in a larger
context:

Elsewhere is another view—possibly from philosophy-—or other "elsewheres" as well, since the views of man are multiple. Each
view has its own questions. Separate views speak mostly past each other. Occasionally, of course, they speak to the same issue and
then comparison is possible, but not often and not on demand.

Appendix: criticism of the logistic approach

If one tries to describe processes of genuine thinking in terms of formal traditional logic, the result is often unsatisfactory; one
has, then, a series of correct operations, but the sense of the process and what was vital, forceful, creative in it seems somehow
to have evaporated in the formulations.

(Wertheimer 1959)

I here explain why I think more "logical™ approaches will not work. There have been serious attempts, from as far back as
Aristotle, to represent common-sense reasoning by a "logistic” system—that is, one that makes a complete separation
between

(1) "propositions" that embody specific information, and
(2) "syllogisms™ or general laws of proper inference.

No one has been able successfully to confront such a system with a realistically large set of propositions. I think such
attempts will continue to fail, because of the character of logistic in general rather than from defects of particular
formalisms. (Most recent attempts have used variants of "first order predicate logic", but I do not think that is the
problem.)

A typical attempt to simulate common-sense thinking by logistic systems begins in a micro-world of limited complication.
At one end are high-level goals such as "l want to get from my house to the airport™. At the other end we start with many
small items—the axioms—
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like "The car is in the garage™, "One does not go outside undressed", "To get to a place one should (on the whole) move in
its direction™, and so on. To make the system work, one designs heuristic search procedures to "prove" the desired goal, or
to produce a list of actions that will achieve it.

I will not recount the history of attempts to make both ends meet—but merely summarize my impression: in simple cases,
one can get such systems to "perform", but as we approach reality, the obstacles become overwhelming. The problem of
finding suitable axioms—the problem of “stating the facts™ in terms of always-correct, logical assumptions—is very much
harder than is generally believed.



FORMALIZING THE REQUIRED KNOWLEDGE: Just constructing a knowledge base is a major intellectual
research problem. Whether one's goal is logistic or not, we still know far too little about the contents and structure of
common-sense knowledge. A "minimal” common-sense system must "know" something about cause and effect, time,
purpose, locality, process, and types of knowledge. It also needs ways to acquire, represent, and use such knowledge. We
need a serious epistemological research effort in this area. The essays of McCarthy (1969) and Sandewall (1970) are steps
in that direction. | have no easy plan for this large enterprise; but the magnitude of the task will certainly depend strongly
on the representations chosen, and | think that "logistic” is already making trouble.

RELEVANCE: The problem of selecting relevance from excessive variety is a key issue! A modern epistemology will
not resemble the old ones! Computational concepts are necessary and novel. Perhaps the better part of knowledge is not
propositional in character, but interpropositional. For each "fact" one needs meta-facts about how it is to be used and when
it should not be used. In McCarthy's "Airport” paradigm we see ways to deal with some interactions between "situations,
actions, and causal laws" within a restricted micro-world of things and actions. But though the system can make
deductions implied by its axioms, it cannot be told when it should or should not make such deductions.

For example, one might want to tell the system to "not cross the road if a car is coming". But one cannot demand that the
system "prove™ no car is coming, for there will not usually be any such proof. In PLANNER, one can direct an attempt to
prove that a car is coming, and if the (limited) deduction attempt ends with "failure”, one can act. This cannot be done in a
pure logistic system. "Look right, look left" is
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a first approximation. But if one tells the system the real truth about speeds, blind driveways, probabilities of racing cars
whipping around the corner, proof becomes impractical. If it reads in a physics book that intense fields perturb light rays,
should it fear that a mad scientist has built an invisible car? We need to represent "usually"! Eventually it must understand
the trade-off between mortality and accomplishment, for one can do nothing if paralyzed by fear.

MONOTONICITY: Even if we formulate relevance restrictions, logistic systems have a problem in using them. In any
logistic system, all the axioms are necessarily "permissive"—they all help to permit new inferences to be drawn. Each
added axiom means more theorems; none can disappear. There simply is no direct way to add information to tell such a
system about kinds of conclusions that should not be drawn! To put it simply: if we adopt enough axioms to deduce what
we need, we deduce far too many other things. But if we try to change this by adding axioms about relevance, we still
produce all the unwanted theorems, plus annoying statements about their irrelevance.

Because logicians are not concerned with systems that will later be enlarged, they can design axioms that permit only the
conclusions they want. In the development of intelligence the situation is different. One has to learn which features of
situations are important and which kinds of deductions are not to be regarded seriously. The usual reaction to the "liar's
paradox" is, after a while, to laugh. The conclusion is not to reject an axiom, but to reject the deduction itself! This raises
another issue.

PROCEDURE-CONTROLLING KNOWLEDGE: The separation between axioms and deduction makes it impractical
to include classificational knowledge about propositions. Nor can we include knowledge about management of deduction.
A paradigm problem is that of axiomatizing everyday concepts of approximation or nearness. One would like nearness to
be transitive:

(A near B) and (B near C) - (A near C)
but unrestricted application of this rule would make everything near everything else. One can try technical tricks like

(A near, B) and (B near C) - (A near, C)



and admit only (say) five grades: near,, near,, ... nears. One might invent analog quantities or parameters. But one cannot
(in a logistic

Page 140

system) decide to make a new kind of "axiom" to prevent applying transitivity after (say) three chained uses, conditionally,
unless there is a "good excuse™. | do not mean to propose a particular solution to the transitivity of nearness. (To my
knowledge, no one has made a creditable proposal about it.) My complaint is that, because of acceptance of logistic, no
one has freely explored this kind of procedural restriction.

COMBINATORIAL PROBLEMS: A human thinker reviews plans and goal lists as he works, revising his knowledge
and policies about using them. One can program some of this into the theorem-proving program itself; but one really wants
also to represent it directly, in a natural way, in the declarative corpus—for use in further introspection. Why then do
workers try to make logistic systems do the job? A valid reason is that the systems have an attractive simple elegance; if
they worked, this would be fine. An invalid reason is more often offered: that such systems have a mathematical virtue
because they are:

(1) Complete: All true statements can be proven; and
(2) Consistent: No false statements can be proven.

It seems not often realized that completeness is no rare prize. It is a trivial consequence of any exhaustive search
procedure, and any system can be "completed"” by adjoining to it any other complete system and interlacing the
computational steps. Consistency is more refined; it requires one's axioms to imply no contradictions. But | do not believe
that consistency is necessary or even desirable in a developing intelligent system. No one is ever completely consistent.
What is important is how one handles paradox or conflict, how one learns from mistakes, how one turns aside from
suspected inconsistencies.

Because of this kind of misconception, Gddel's incompleteness theorem has stimulated much foolishness about alleged
differences between machines and men. No one seems to have noted its more "logical” interpretation: that enforcing
consistency produces limitations. Of course there will be differences between humans (who are demonstrably inconsistent)
and machines whose designers have imposed consistency. But it is not inherent in machines that they be programmed only
with consistent logical systems. Those "philosophical™ discussions all make these quite unnecessary assumptions! (I regard
the recent demonstration of the consistency of modern set theory, thus, as indicating that set theory is probably inadequate
for our purposes—not as reassuring evidence that set theory is safe to use!)
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A famous mathematician, warned that his proof would lead to a paradox if he took one more logical step, replied "Ah, but
I shall not take that step.” He was completely serious. A large part of ordinary (or even mathematical) knowledge
resembles the cautions in dangerous professions: When are certain actions unwise? When are certain approximations safe
to use? When do various measures yield sensible estimates? Which self-referential statements are permissible if not carried
too far? Concepts like "nearness” are too valuable to give up just because no one can exhibit satisfactory axioms for them.

In summary:



(1) "Logical" reasoning is not flexible enough to serve as a basis for thinking: | prefer to think of it as a collection
of heuristic methods, effective only when applied to starkly simplified schematic plans. The consistency that logic
absolutely demands is not otherwise usually available—and probably not even desirable!—because consistent
systems are likely to be too weak.

(2) I doubt the feasibility of representing ordinary knowledge effectively in the form of many small, independently
true propositions.

(3) The strategy of complete separation of specific knowledge from general rules of inference is much too radical.
We need more direct ways for linking fragments of knowledge to advice about how they are to be used.

(4) It was long believed that it was crucial to make all knowledge accessible to deduction in the form of
declarative statements; but this seems less urgent as we learn ways to manipulate structural and procedural
descriptions.

I do not mean to suggest that "thinking" can proceed very far without something like "reasoning”. We certainly need (and
use) something like syllogistic deduction; but I expect mechanisms for doing such things to emerge in any case from
processes for "matching” and "instantiation™ required for other functions. Traditional formal logic is a technical tool for
discussing either everything that can be deduced from some data or whether a certain consequence can be so deduced; it
cannot discuss at all what ought to be deduced under ordinary circumstances. Like the abstract theory of syntax, formal
logic without a powerful procedural semantics cannot deal with meaningful situations.

I cannot state strongly enough my conviction that the preoccupation with consistency, so valuable for mathematical logic,
has been
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incredibly destructive to those working on models of the mind. At the popular level it has produced a weird conception of
the potential capabilities of machines in general. At the "logical” level it has blocked efforts to represent ordinary
knowledge, by presenting an unreachable image of a corpus of context-free "truths" that can stand almost by themselves.
And at the intellect-modeling level it has blocked the fundamental realization that thinking begins first with suggestive but
defective plans and images that are slowly (if ever) refined and replaced by better ones.
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6

From Micro-Worlds to
Knowledge Representation:
Al at an Impasse

Hubert L. Dreyfus
1979

Since the completion, near the beginning of the decade, of the first edition of What Computers Can't Do (Dreyfus
1972/92), there has been considerable change and development in artificial intelligence. None of this more recent work
leads me to relax my overall skepticism, but it does call for new and detailed discussion. In this article I review and
examine a representative sample of Al as it has developed in the seventies. The work discussed falls into two categories,
which can be assigned to the first and second halves of the decade, respectively.

1 The early seventies: micro-worlds
1.1 SHRDLU: understanding natural language

We begin with Winograd's (1972) natural-language understanding program, SHRDLU, inasmuch as it was the most
impressive new achievement at the time. SHRDLU simulates a robot arm which can move a set of variously shaped
blocks, and allows a person to engage in a dialogue with the computer—asking questions, making statements, and
issuing commands about this simple world of movable blocks. The program is an integrated system which makes use of
syntax, semantics, and facts about blocks. It is thus, as Winograd cautiously claims, "a computer program which
‘understands' language in a limited domain, by including a model of the subject being talked about and a context of
discourse” (1973). Furthermore, this program explores the new idea of representing this knowledge in the form of
procedures. The resulting dialogue is strikingly natural. Here is a sample. (The sentences in small caps are computer
print-out; the parentheses contain Winograd's comments.)

(1) Pick up a big red block.
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OKAY.

(The system answers "OKAY" when it carries out a command. In order to pick up the red block, it had to clear it off
by finding a space for the green one and moving the green one away.)

(2) Grasp the pyramid.
| DON'T UNDERSTAND WHICH PYRAMID YOU MEAN.
(There are three pyramids in the scene, so the program does nothing.)

(3) Find a block which is taller than the one you are holding and put it into the box.



(The system has to figure out what is meant by "one" and "it", as well as using deduction to decide which block it is
holding.)

BY "IT", | ASSUME YOU MEAN THE BLOCK WHICH IS TALLER THAN THE ONE | AM HOLDING.
(Printed out to keep us informed.)
OKAY.
(The hand has to set down the red block to pick up the taller blue one.)
(4) What does the box contain?
THE BLUE PYRAMID AND THE BLUE BLOCK.
(5) What is the pyramid supported by?

(Earlier the system responded to "the pyramid by saying, "I don't understand which pyramid you mean™. Now, it
assumes that we mean the one just mentioned.)

THE BOX.

(9) Can the table pick up blocks?

No.

(The semantic rules make this a nonsensical questions which therefore must be false.)
(10) Can a pyramid be supported by a block?

YES.

(The deductive system finds an actual example, so it knows this is possible.)
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(11) Can a pyramid support a pyramid?
| DON'T KNOW.

(The gquestion makes sense, but there is no example in the scene, so there is no easy way to tell without being able to
examine the robot's programs.)

(12) Stack up two pyramids.
| CAN'T.
(The robot tries and fails.)

(13) The blue pyramid is mine.



| UNDERSTAND.
(This datum is added to the data base.)
(14) 1 own blocks which are not red, but I don't own anything which supports a pyramid.
| UNDERSTAND.
(Two new theorems are created for proving things about "owning".)
(15) Do I own the box?
No.
(Winograd 1972, pp. 8—11)

If being a major advance means being more general than its predecessors, then SHRDLU, since it no longer depends for
its analysis of language on external constraints of the sort essential to Bobrow's STUDENT (1967), is a major
achievement. Winograd himself points out the superiority of his program over earlier language understanding programs.

A program may succeed by carefully choosing the problem it will attack, so that some simple special-purpose solution will work.
ELIZA (Weizenbaum 1964) and STUDENT (Bobrow 1967) are examples of programs which give impressive performances owing to
a severe and careful restriction of the kind of understanding they try to achieve. If a model is to be of broader significance, it must be
designed to cover a large range of things we mean when we talk of understanding. The principles should derive from an attempt to
deal with the basic cognitive structures.

(1973, p. 167)

If, however, "a major advance" means that a step has been made in dealing with the basic cognitive structures needed to
cover everyday
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understanding—that, thanks to SHRDLU, there is now reason to be optimistic about the possibility of Al—then no
progress at all can be claimed. To justify this negative judgment we must first find out how the optimists of the early
seventies were able to convince themselves that, with SHRDLU, Al was at last on the right track. Workers in Al were
certainly not trying to cover up the fact that it was SHRDLU's restricted domain which made apparent understanding
possible. They even had a name for Winograd's method of restricting the domain of discourse. He was dealing with a
micro-world. And in a 1970 internal memo at MIT, Minsky and Papert frankly note:

Each model—or "micro-world" as we shall call it—is very schematic; it talks about a fairyland in which things are so simplified
that almost every statement about them would be literally false if asserted about the real world.

(p- 39)

But they immediately add:
Nevertheless, we feel that they [the micro-worlds] are so important that we are assigning a large portion of our effort toward
developing a collection of these micro-worlds and finding how to use the suggestive and predictive powers of the models without

being overcome by their incompatibility with literal truth.

Given the admittedly artificial and arbitrary character of micro-worlds, why do Papert and Minsky think they provide a
promising line of research?



To find an answer we must follow Minsky and Papert's perceptive remarks on narrative, and their less-than-perceptive
conclusions:

In a familiar fable, the wily Fox tricks the vain Crow into dropping the meat by asking it to sing. The usual test of understanding is
the ability of the child to answer questions like: "Did the Fox think the Crow had a lovely voice?" The topic is sometimes classified
as "natural-language manipulation" or as "deductive logic", and the like. These descriptions are badly chosen. For the real problem
is not to understand English; it is to understand at all. To see this more clearly, observe that nothing is gained by presenting the
story in simplified syntax: CROW ON TREE. CROW HAS MEAT. Fox SAYS: "You HAVE A LOVELY VOICE. PLEASE
SING." FOX GOBBLES MEAT. The difficulty in getting a machine to give the right answer does not at all depend on
"disambiguating" the words (at least, not in the usual primitive sense of selecting one "meaning" out of a discrete set of
"meanings™). And neither does the difficulty lie in the need for unusually powerful logical apparatus. The main problem is that no
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one has constructed the elements of a body of knowledge about such matters that is adequate for understanding the story. Let us see
what is involved.

To begin with, there is never a unique solution to such problems, so we do not ask what the Understander must know. But he will
surely gain by having the concept of flattery. To provide this knowledge, we imagine a "micro-theory" of flattery—an extendible
collection of facts or procedures that describe conditions under which one might expect to find flattery, what forms it takes, what
its consequences are, and so on. How complex this theory is depends on what is presupposed. Thus it would be very difficult to
describe flattery to our Understander if he (or it) does not already know that statements can be made for purposes other than to
convey literally correct, factual information. It would be almost impossibly difficult if he does not even have some concept like
purpose or intention.

(1970, pp. 42-44)

The surprising move here is the conclusion that there could be a circumscribed "micro-theory™ of flattery—somehow
intelligible apart from the rest of human life—while at the same time the account shows an understanding of flattery
opening out into the rest of our everyday world, with its understanding of purposes and intentions.

What characterizes the period of the early seventies, and makes SHRDLU seem an advance toward general intelligence,
is the very concept of a micro-world—a domain which can be analyzed in isolation. This concept implies that although
each area of discourse seems to open out into the rest of human activities, its endless ramifications are only apparent and
will soon converge on a self-contained set of facts and relations. For example, in discussing the micro-world of
bargaining, Papert and Minsky consider what a child needs to know to understand the following fragment of
conversation:

Janet: That isn't a very good ball you have. Give it to me and I'll give you my lollipop.
(p. 48)

And remark:

We conjecture that, eventually, the required micro-theories can be made reasonably compact and easily stated
(or, by the same token, learned) once we have found an adequate set of structural primitives for them. When one
begins to catalogue what one needs for just a little of Janet's story, it seems at first to be endless:

) Things Words
Time

Space People Thoughts



Talking:
Social relations:
Playing:
Owning:
Eating:
Liking:
Living:
Intention:
Emotions:
States:
Properties:
Story:
People:
Places:

Angry:

Results:

And so on.

Explaining; asking; ordering; persuading; pretending.

Giving, buying, bargaining, begging, asking, stealing; presents.
Real and unreal; pretending.

Part of; belongs to; master of; captor of.

How does one compare the values of foods with the values of toys?
Good, bad, useful, pretty; conformity.

Girl. Awake. Eats. Plays.

Want; plan, plot; goal; cause, result, prevent.

Moods, dispositions; conventional expressions.

Asleep, angry, at home.

Grown-up, red-haired; called "Janet".

Narrator; plot; principal actors.

Children, bystanders.

Houses; outside.

State caused by: insult,
deprivation,
assault,
disobedience,
frustration;
or spontaneous.

Not cooperative;
lower threshold;
aggression;

loud voice;
irrational;
revenge.
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(pp. 50-52)

They conclude:

But [the list] is not endless. It is only large, and one needs a large set of concepts to organize it. After a while one will find it
getting harder to add new concepts, and the new ones will begin to seem less indispensable.

(p. 52)

This totally unjustified belief that the seemingly endless reference to other human practices will converge, so that simple
micro-worlds
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can be studied in relative isolation, reflects a naive transfer to Al of methods that have succeeded in the natural sciences.
Winograd characteristically describes his work in terms borrowed from physical science.

We are concerned with developing a formalism, or "representation”, with which to describe ... knowledge. We seek the "atoms"
and "particles" of which it is built, and the "forces" that act on it.
(1976, p. 9)

It is true that physical theories about the universe can be built up by studying relatively simple and isolated systems and
then making the model gradually more complex and integrating it with other domains of phenomena. This is possible
because all the phenomena are presumably the result of the lawlike relations of a set of basic elements, what Papert and
Minsky call "structural primitives"”. This belief in local success and gradual generalization was clearly also Winograd's
hope at the time he developed SHRDLU.

The justification for our particular use of concepts in this system is that it is thereby enabled to engage in dialogs that simulate in
many ways the behavior of a human language user. For a wider field of discourse, the conceptual structure would have to be
expanded in its details, and perhaps in some aspects of its overall organization. (1972, p. 26)

Thus, it might seem that one could "expand” SHRDLU's concept of owning, since in the above sample conversation
SHRDLU seems to have a very simple "micro-theory" of owning blocks. But, as Simon points out in an excellent
analysis of SHRDLU's limitations, the program does not understand owning at all, because it cannot deal with meanings.
It has merely been given a set of primitives and their possible relationships. As Simon puts it:

The SHRDLU system deals with problems in a single blocks world, with a fixed representation. When it is instructed to "pick up a
big red block™, it needs only to associate the term "pick up" with a procedure for carrying out that process; identify, by applying
appropriate tests associated with "big", "red", and "block™, the argument for the procedure; and use its problem-solving capabilities
to carry out the procedure. In saying "it needs only", it is not my intention to demean the capabilities of SHRDLU. It is precisely
because the program possesses stored programs expressing the intensions of the terms used in inquiries and instructions that
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its interpretation of those inquiries and instructions is relatively straightforward.
(1977, p. 1062)

In understanding, on the other hand,

the problem-understanding subsystem will have a more complicated task than just mapping the input language onto the intentions
stored in a lexicon. It will also have to create a representation for the information it receives, and create meanings for the terms that
are consistent with the representation.

(p. 1063)

So, for example, in the conversation concerning owning,

although SHRDLU's answer to the question is quite correct, the system cannot be said to understand the meaning of "own" in any
but a sophistic sense. SHRDLU's test of whether something is owned is simply whether it is tagged "owned". There is no
intentional test of ownership, hence SHRDLU knows what it owns, but doesn't understand what it is to own something. SHRDLU
would understand what it meant to own a box if it could, say, test its ownership by recalling how it had gained possession of the
box, or by checking its possession of a receipt in payment for it; could respond differently to requests to move a box it owned from
requests to move one it didn't own; and, in general, could perform those tests and actions that are generally associated with the
determination and exercise of ownership in our law and culture.

(p. 1064)

Moreover, even if it satisfied all these conditions, it still wouldn't understand, unless it also understood that it
(SHRDLU) couldn't own anything, since it isn't a part of the community in which owning makes sense. Given our
cultural practices which constitute owning, a computer cannot own something any more than a table can.

This discussion of owning suggests that, just as it is misleading to call a program UNDERSTAND when the problem is
to find out what understanding is (compare McDermott 1976, p. 4), it is likewise misleading to call a set of facts and
procedures concerning blocks a micro-world when what is really at stake is the understanding of what a world is. A set
of interrelated facts may constitute a universe, a domain, a group, etc., but it does not constitute a world for a world is an
organized body of objects, purposes, skills, and practices in terms of which human activities have meaning or make
sense. It follows that although there is a children's world in which, among other things, there are blocks, there is no such
thing as a blocks world. Or, to put this as a
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critique of Winograd, one cannot equate, as he does (1974, p. 20), a program that deals with a "tiny bit of the world",
with a program that deals with a "mini-world".

In our everyday life we are, indeed, involved in such various "sub-worlds" as the world of the theater, of business, or of
mathematics, but each of these is a "mode™ of our shared everyday world.1 That is, sub-worlds are not related like
isolable physical systems to larger systems they compose; rather they are local elaborations of a whole which they
presuppose. If micro-worlds were sub-worlds, one would not have to extend and combine them to reach the everyday
world, because the everyday world would have to be included already. Since, however, micro-worlds are not worlds,
there is no way they can be combined and extended to the world of everyday life. As a result of failing to ask what a
world is, five years of stagnation in Al was mistaken for progress.

1.2 "*Scene parsing’ and computer vision



A second major application of the micro-world technique was in computer vision. Already in 1968, Adolfo Guzman's
SEE program could analyze two-dimensional projections of complicated three-dimensional "scenes”, consisting of piles
of polyhedra. Even this early program correctly analyzed certain classes of scenes which people find difficult to figure
out; but it had serious limitations. In 1972/75, Waltz generalized Guzman's methods, and produced a much more
powerful vision system. Together, these programs provide a case study not only in how much can be achieved with the
micro-worlds approach, but also in the kind of generalization that is possible within that approach—and, by implication,
the kind that isn't.

Guzman's program analyzes scenes involving cubes and other such rectilinear solids by merging regions into bodies
using evidence from the vertices. Each vertex suggests that two or more of the regions around it belong together,
depending on whether the vertex is shaped like an L, an arrow, a T, a K, an X, a fork, a peak, or an upside-down peak.
With these eight primitives and common-sense rules for their use, Guzman's program did quite well. But it had certain
weaknesses. According to Winston, "*The program could not handle shadows, and it did poorly if there were holes in
objects or missing lines in the drawing™ (1975, p. 8). Waltz then generalized Guzman's work and showed that by
introducing three more such primitives, a computer can be programmed to decide if a particular line in a drawing is a
shadow, a

Page 152

Figure 6.1: Sample blocks-world scene "parsed™ by Waltz's program.

crack, an obscuring edge, or an internal seam in a way analogous to the solution of sets of algebraic equations. As
Winston later sums up the change:

Previously it was believed that only a program with a complicated control structure and lots of explicit reasoning power could
hope to analyze scenes like that in figure [6.1]. Now we know that understanding the constraints the real world imposes on how
boundaries, concave and convex interiors, shadows, and cracks can come together at junctions is enough to make things much
simpler. A table which contains a list of the few thousand physically possible ways that line types can come together accompanied
by a simple matching program are all that is required. Scene analysis is translated into a problem resembling a jigsaw puzzle or a
set of linear equations. No deep problem-solving effort is required; it is just a matter of executing a very simple constraint-
dependent, iterative process that successively throws away incompatible line arrangement combinations.

(1976, pp. 77-78)



This is just the kind of mathematical generalization within a domain that one might expect in a micro-world, where the
rule-governed relations of the primitives (in this case the set of vertices) are under some external constraint (in this case
the laws of geometry and optics). What one would not expect is that the special-purpose heuristics which depend on
corners for segregating rectilinear objects could in any way be generalized so as to make possible the recognition of
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other sorts of objects. And, indeed, none of Guzman's or Waltz's techniques, since they rely on the intersection of
straight lines, have any use in analyzing a scene involving curved objects. What one gains in narrowing a domain, one
loses in breadth of significance. Winston's evaluation covers up this lesson.

It is wrong to think of Waltz's work as only a statement of the epistemology of line drawings of polyhedra. Instead | think it is an
elegant case study of a paradigm we can expect to see again and again, and as such, it is a strong metaphoric tool for guiding our
thinking, not only in vision but also in the study of other systems involving intelligence.

(1975, p. 8)

But in a later grant proposal he acknowledges that:

To understand the real world, we must have a different set of primitives from the relatively simple line trackers suitable and
sufficient for the blocks world.
(1976, p. 39)

Waltz's work is a paradigm of the kind of generalization one can strive for within a micro-world all right, but for that
very reason it provides no way of thinking about general intelligent systems.

The nongeneralizable character of the programs so far discussed makes them engineering feats, not steps toward
generally intelligent systems, and they are, therefore, not at all promising as contributions to psychology. Yet Winston
includes Waltz's work in his claim that "making machines see is an important way to understand how we animals see"
(1975, p. 2), and Winograd makes similar claims for the psychological relevance of his work.

The gain from developing Al is not primarily in the usefulness of the programs we create, but in the set of concepts we develop,
and the ways in which we can apply them to understanding human intelligence.
(1976, p. 3)

These comments suggest that in the early seventies an interesting change was taking place at MIT In previous papers,
Minsky and his co-workers sharply distinguished themselves from workers in cognitive simulation, such as Simon, who
presented their programs as psychological theories, insisting that the MIT programs were "an attempt to build intelligent
machines without any prejudice toward making the system ... humanoid™” (Minsky 1969, p. 7). Now, in their book
Artificial Intelligence, a summary of work done at MIT during the period 1967-72, Minsky and Papert (1973) present the
MIT research as a
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contribution to psychology. They first introduce the notion of a symbolic description.

What do we mean by "description™? We do not mean to suggest that our descriptions must be made of strings of ordinary language
words (although they might be). The simplest kind of description is a structure in which some features of a situation are
represented by single (“primitive™) symbols, and relations between those features are represented by other symbols—or by other
features of the way the description is put together.\

(p. 11)

They then defend the role of symbolic descriptions in a psychological account of intelligent behavior by a constant
polemic against behaviorism and gestalt theory, which have opposed the use of formal models of the mind.

One can detect, underlying this change, the effect of the proliferation of micro-worlds, with their reliance on symbolic
descriptions, and the disturbing failure to produce even the hint of a system with the flexibility of a six-month-old child.
Instead of concluding from this frustrating situation that the special-purpose techniques which work in context-free,
gamelike, micro-worlds may in no way resemble generalpurpose human and animal intelligence, the Al workers seem to
have taken the less embarrassing if less plausible tack of suggesting that even if they could not succeed in building
intelligent systems, the ad hoc symbolic descriptions successful in micro-world analysis could be justified as a valuable
contribution to psychology.

Such a line, however, since it involves a stronger claim than the old slogan that as long as the machine was intelligent it
did not matter at all whether it performed in a humanoid way, runs the obvious risk of refutation by empirical evidence.
An information-processing model must be a formal symbol structure, however, so Minsky and Papert, making a virtue of
necessity, revive the implausible intellectualist position according to which concrete perception is assimilated to the
rulegoverned symbolic descriptions used in abstract thought.

The Gestaltists look for simple and fundamental principles about how perception is organized, and then attempt to show how
symbolic reasoning can be seen as following the same principles, while we construct a complex theory of how knowledge is
applied to solve intellectual problems and then attempt to show how the symbolic description that is what one "sees" is constructed
according to similar processes.

(1973, p. 34)
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Some recent work in psychology, however, points exactly in the opposite direction. Rather than showing that perception
can be analyzed in terms of formal features, Erich Goldmeier's (1972) extension of early Gestalt work on the perception
of similarity of simple perceptual figures—arising in part in response to "the frustrating efforts to teach pattern
recognition to [computers]” (p. 1)—has revealed sophisticated distinctions between figure and ground, matter and form,
essential and accidental aspects, norms and distortions, etc., which he shows cannot be accounted for in terms of any
known formal features of the phenomenal figures. They can, however, according to Goldmeier, perhaps be explained on
the neurological level, where the importance of Pragnanz—that is, singularly salient shapes and orientations—suggests
underlying physical phenomena such as "regions of resonance™ (p. 128) in the brain.

Of course, it is still possible that the Gestaltists went too far in trying to assimilate thought to the same sort of concrete,
holistic, processes they found necessary to account for perception. Thus, even though the exponents of symbolic
descriptions have no account of perceptual processes, they might be right that the mechanism of everyday thinking and
learning consists in constructing a formal description of the world and transforming this representation in a rule-
governed way.

1.3 Learning new concepts or categories



Just such a formal model of everyday learning and categorization is proposed by Winston in his 1970 thesis, "Learning
Structural Descriptions from Examples” (see Winston 1975). Given a set of positive and negative instances, Winston's

self-proclaimed “classic" program can, for example, use a descriptive repertoire to construct a formal description of the
class of arches. Since Winston's program (along with those of Winograd, Guzman, and Waltz) is often mentioned as a

major success of the micro-worlds technique, we must examine it in detail.

This program, too, illustrates the possibilities and essential limitations of micro-worlds. Is it the basis of a plausible
general approach to learning? Winston thinks so.

Although this may seem like a very special kind of learning, I think the implications are far ranging, because | believe that learning
by examples, learning by being told, learning by imitation, learning by reinforcement, and other forms, are much like one another.
In the literature on learning there is frequently an unstated assumption that these various forms are fundamentally different. But |
think
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the classical boundaries between the various kinds of learning will disappear once superficially different kinds of learning are
understood in terms of processes that construct and manipulate descriptions.
(1975, p. 185)

Yet Winston's program works only if the "student” is saved the trouble of what Charles Sanders Peirce called 'abduction’,
by being "told" a set of context-free features and relations—in this case, a list of possible spatial relationships of blocks
such as 'left-of', 'standing’, ‘above’, and 'supported by'—from which to build up a description of an arch. Minsky and
Papert presuppose this preselection when they say that "to eliminate objects which seem atypical ... the program lists all
relationships exhibited by more than half of the candidates in the set™ (1973, p. 56). Lurking behind this claim is the
supposition that there are only a finite number of relevant features; but without preselected features all objects share an
indefinitely large number of relationships. The work of discriminating, selecting, and weighting a limited number of
relevant features is the result of repeated experience and is the first stage of learning. But since in Winston's work the
programmer selects and preweights the primitives, his program gives us no idea how a computer could make this
selection and assign these weights. Thus the Winston program, like every micro-world program, works only because it
has excluded from its task domain the very ability it is supposed to explain.

If not a theory of learning, is Winston's program at least a plausible theory of categorization? Consider again the arch
example. Once it has been given what Winston disarmingly calls a "good description™ (p. 158) and carefully-chosen
examples, the program does conclude that an arch is a structure in which a prismatic body is supported by two upright
blocks that do not touch each other. But, since arches function in various ways in our everyday activity, there is no
reason to suppose that these are the necessary and sufficient conditions for being an arch, or that there are any such
defining features. Some prominent characteristics shared by most everyday arches are "helping to support something
while leaving an important open space under it", or "being the sort of thing one can walk under and through at the same
time". How does Winston propose to capture such contextual characteristics in terms of the context-free features
required by his formal representation?

Winston admits that having two supports and a flat top does not begin to capture even the geometrical structure of
arches. So he proposes "generalizing the machine's descriptive ability to acts and
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properties required by those acts” (p. 194) by adding a functional predicate, "something to walk through" (p. 193). But it
is not at all clear how a functional predicate which refers to implicit knowledge of the bodily skill of walking through is
to be formalized. Indeed, Winston himself provides a reductio ad absurdum of this facile appeal to formal functional
predicates:

To a human, an arch may be something to walk through, as well as an appropriate alignment of bricks. And certainly, a flat rock
serves as a table to a hungry person, although far removed from the image the word table usually calls to mind. But the machine
does not yet know anything of walking or eating, so the programs discussed here handle only some of the physical aspects of these
human notions. There is no inherent obstacle forbidding the machine to enjoy functional understanding. It is a matter of
generalizing the machine's descriptive ability to acts and properties required by these acts. Then chains of pointers can link
TABLE to FOOD as well as to the physical image of a table, and the machine will be perfectly happy to draw up its chair to a flat
rock with the human given that there is something on that table which it wishes to eat.

(pp. 193-194)

Progress on recognition of arches, tables, and the like, must, it seems, either wait until we have captured in an abstract
symbolic description much of what human beings implicitly know about walking and eating simply by having a body, or
else until computers no longer have to be told what it is to walk and eat, because they have human bodies and appetites
themselves!

Despite these seemingly insurmountable obstacles, Winston boasts that "there will be no contentment with [concept
learning] machines that only do as well as humans” (p. 160). But it is not surprising that Winston's work is nine years old
and there has been little progress in machine learning, induction, or concept formation. In their account Minsky and
Papert (1973) admit that "we are still far from knowing how to design a powerful yet subtle and sensitive inductive
learning program™ (p. 56). What is surprising is that they add: "but the schemata developed in Winston's work should
take us a substantial part of the way". The lack of progress since Winston's work was published, plus the use of
predigested weighted primitives from which to produce its rigid, restricted, and largely irrelevant descriptions, makes it
hard to understand in what way the program is a substantial step.
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Moreover, if Winston claims to "shed some light on [the question:] How do we recognize examples of various
concepts?” (1975, p. 157), his theory of concepts as definitions must, like any psychological theory, be subject to
empirical test. It so happens that, contrary to Winston's claims, recent evidence collected and analyzed by Eleanor Rosch
on just this subject shows that human beings are not aware of classifying objects as instances of abstract rules, but rather
group objects as more or less distant from an imagined paradigm. This does not exclude the possibility of unconscious
processing, but it does highlight the fact that there is no empirical evidence at all for Winston's formal model. As Rosch
puts it:

Many experiments have shown that categories appear to be coded in the mind neither by means of lists of each individual member
of the category, nor by means of a list of formal criteria necessary and sufficient for category membership, but, rather, in terms of a
prototype of a typical category member. The most cognitively economical code for a category is, in fact, a concrete image of an
average category member.

(1977, p. 30)

One paradigm, it seems, is worth a thousand rules. As we shall soon see, one of the characteristics of the next phase of
work in Al is to try to take account of the implications of Rosch's research.



Meanwhile, what can we conclude concerning Al's contribution to the science of psychology? No one can deny Minsky
and Papert's claim that "computer science has brought a flood of ... ideas, well-defined and experimentally implemented,
for thinking about thinking"” (1973, p. 25). But all of these ideas can be boiled down to ways of constructing and
manipulating symbolic descriptions, and, as we have seen, the notion that human cognition can be explained in terms of
formal representations does not seem at all obvious in the face of actual research on perception, and everyday concept
formation. Even Minsky and Papert show a commendable new modesty. They as much as admit that Al is still at the
stage of astrology, and that the much heralded breakthrough still lies in the future.

Just as astronomy succeeded astrology, following Kepler's discovery of planetary regularities, the discoveries of these many
principles in empirical explorations on intellectual processes in machines should lead to a science, eventually.
(1973, p. 25)

Happily, "should" has replaced "will" in their predictions. Indeed, this period's contribution to psychology suggests an
even more modest
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hope: As more psychologists like Goldmeier are frustrated by the limitations of formal computer models, and others turn
to investigating the function of images as opposed to symbolic representations, the strikingly limited success of Al may
come to be seen as an important disconfirmation of the information-processing approach.

Before concluding our discussion of this research phase, it should be noted that some problem domains are (nearly
enough) microworlds already; so they lend themselves to Al techniques without the need for artificial restrictions, and,
by the same token, nongeneralizability is not the same kind of Waterloo. Game playing, particularly chess, is the most
conspicuous example. Though some extravagant early predictions were not fulfilled, large computers now play fairly
high caliber chess, and small machines that play creditable amateur games are being marketed as toys. But game players
are not the only examples; excellent programs have been written for analyzing certain kinds of mass-spectroscopy data
(Feigenbaum 1977), and for assisting in the diagnosis and treatment of some diseases (Shortliffe 1976). Such work is
both impressive and important; but it shouldn't give the wrong impression. In each case, it succeeds because (and to the
extent that) the relevant domain is well circumscribed in advance, with all the significant facts, questions, and/or options
already laid out, and related by a comparatively small set of explicit rules—in short, because it's a micro-world. This is
not to belittle either the difficulty or the value of spelling out such domains, or designing programs which perform well
in them. But we should not see them as any closer to the achievement of genuine artificial intelligence than we do the
"blocks-world™ programs. In principle, interpreting mass spectrograms or batteries of specific symptoms has as little to
do with the general intelligence of physicists and physicians, as disentangling vertices in projections of polyhedra does
with vision. The real, theoretical problems for Al lie elsewhere.

2 The later seventies: knowledge representation

In roughly the latter half of the decade, the problem of how to structure and retrieve information, in situations where
anything might be relevant, has come to the fore as the "knowledge-representation problem™. Of course, the
representation of knowledge was always a central problem for work in Al, but earlier periods were characterized by an
attempt to repress it by seeing how much could be done with as little
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knowledge as possible. Now, the difficulties are being faced. As Roger Schank of Yale recently remarked:

Researchers are starting to understand that tours de force in programming are interesting but non-extendable ... the Al people
recognize that how people use and represent knowledge is the key issue in the field.
(1977, pp. 1007-1008)

Papert and Goldstein explain the problem:

It is worthwhile to observe here that the goals of a knowledgebased approach to Al are closely akin to those which motivated
Piaget to call ... himself an "epistemologist" rather than a psychologist. The common theme is the view that the process of
intelligence is determined by the knowledge held by the subject. The deep and primary questions are to understand the operations
and data structures involved.

(1975/76, p. 7)

Another memorandum illustrates how ignoring the background knowledge can come back to haunt one of Al's greatest
tricks in the form of nongeneralizability.

Many problems arise in experiments on machine intelligence because things obvious to any person are not represented in any
program. One can pull with a string, but one cannot push with one. One cannot push with a thin wire, either. A taut inextensible
cord will break under a very small lateral force. Pushing something affects first its speed, only indirectly its position! Simple facts
like these caused serious problems when Charniak attempted to extend Bobrow's STUDENT program to more realistic
applications, and they have not been faced up to until now.

(Papert and Minsky 1973, p. 77)

The most interesting current research is directed toward the underlying problem of developing new, flexible, complex
data types which will allow the representation of background knowledge in larger, more structured units.

In 1972, drawing on Husserl's phenomenological analysis, | pointed out that it was a major weakness of Al that no
programs made use of expectations (1972/92, pp. 153f/241f and 162/250). Instead of modeling intelligence as a passive
receiving of context-free facts into a structure of already stored data, Husserl thinks of intelligence as a context-
determined, goal-directed activity—as a search for anticipated facts. For him the noema, or mental representation of any
type of object, provides a context or "inner horizon" of expectations or
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"predelineations” for structuring the incoming data: a "rule governing possible other consciousness of [the object] as
identical—possible as exemplifying essentially predelineated types" (Husserl 1960, p. 53). As | explained in chapter 7:

We perceive a house, for example, as more than a facade—as having some sort of back—some inner horizon. We respond to this
whole object first and then, as we get to know the object better, fill in the details as to inside and back.
(p. 153/241)

The noema is thus a symbolic description of all the features which can be expected with certainty in exploring a certain
type of object-features which remain, as Husserl puts it, "inviolably the same: as long as the objectivity remains intended
as this one and of this kind" (p. 51)—plus "predelineations" of those properties which are possible but not necessary
features of this type of object.

2.1 Frames and knowledge representation

Then, in 1974, Minsky proposed a new data structure remarkably similar to Husserl's for representing everyday
knowledge.



A frame is a data structure for representing a stereotyped situation, like being in a certain kind of living room, or going to a child's
birthday party ...

We can think of a frame as a network of nodes and relations. The "top levels" of a frame are fixed, and represent things that are
always true about the supposed situation. The lower levels have many terminals—"slots" that must be filled by specific instances
or data. Each terminal can specify conditions its assignments must meet ...

Much of the phenomenological power of the theory hinges on the inclusion of expectations and other kinds of presumptions. A
frame's terminals are normally already filled with "default” assignments.
(1974 [chapter 5 of this volume], pp. 1f [111f])

In Minsky's model of a frame, the "top level" is a developed version of what in Husserl's terminology "“remains
inviolably the same™ in the representation, and Husserl's predelineations have been made precise as "default
assignments"—additional features that can normally be expected. The result is a step forward in Al techniques from a
passive model of information processing to one which tries to take account of the context of the interactions between a
knower and his world. Husserl thought of his method of transcendental-phenomenological
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constitution—that is, "explicating” the noemata for all types of objects—as the beginning of progress toward philosophy
as a rigorous science; and Patrick Winston has hailed Minsky's proposal as "“the ancestor of a wave of progress
in Al" (1975, p. 16). But Husserl's project ran into serious trouble and there are signs that Minsky's may too.

During twenty years of trying to spell out the components of the noema of everyday objects, Husserl found that he had to
include more and more of what he called the "outer horizon", a subject's total knowledge of the world:

To be sure, even the tasks that present themselves when we take single types of objects as restricted clues prove to be extremely
complicated and always lead to extensive disciplines when we penetrate more deeply. That is the case, for example, with a
transcendental theory of the constitution of a spatial object (to say nothing of nature) as such, of psycho-physical being and
humanity as such, cultures as such.

(1960, pp. 54-55)

He sadly concluded at the age of seventy-five that he was "a perpetual beginner” and that phenomenology was an
"infinite task"—and even that may be too optimistic. His successor, Heidegger, pointed out that since the outer horizon
or background of cultural practices was the condition of the possibility of determining relevant facts and features and
thus prerequisite for structuring the inner horizon, as long as the cultural context had not been clarified, the proposed
analysis of the inner horizon of the noema could not even claim progress.

There are hints in the frame paper that Minsky has embarked on the same misguided "infinite task" that eventually
overwhelmed Husserl.

Just constructing a knowledge base is a major intellectual research problem ... We still know far too little about the contents and
structure of common-sense knowledge. A "minimal” commonsense system must "know" something about cause and effect, time,
purpose, locality, process, and types of knowledge ... We need a serious epistemological research effort in this area.

(p- 74 [138])

Minsky's naiveté and faith are astonishing. Philosophers from Plato to Husserl, who uncovered all these problems and
more, have carried on serious epistemological research in this area for two thousand years without notable success.
Moreover, the list Minsky includes in this passage deals only with natural objects, and their positions and
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interactions. As Husserl saw, intelligent behavior also presupposes a background of cultural practices and institutions.
Observations in the frame paper such as: "Trading normally occurs in a social context of law, trust, and convention.
Unless we also represent these other facts, most trade transactions will be almost meaningless™ (p. 34 [117]) show that
Minsky has understood this too. But Minsky seems oblivious to the hand-waving optimism of his proposal that
programmers rush in where philosophers such as Heidegger fear to tread, and simply make explicit the totality of human
practices which pervade our lives as water encompasses the life of a fish.

To make this essential point clear, it helps to take an example used by Minsky and look at what is involved in
understanding a piece of everyday equipment as simple as a chair. No piece of equipment makes sense by itself. The
physical object which is a chair can be defined in isolation as a collection of atoms, or of wood or metal components, but
such a description will not enable us to pick out chairs. What makes an object a chair is its function, and what makes
possible its role as equipment for sitting is its place in a total practical context. This presupposes certain facts about
human beings (fatigue, the ways the body bends), and a network of other culturally determined equipment (tables, floors,
lamps) and skills (eating, writing, going to conferences, giving lectures). Chairs would not be equipment for sitting if our
knees bent backwards like those of flamingos, or if we had no tables, as in traditional Japan or the Australian bush.

Anyone in our culture understands such things as how to sit on kitchen chairs, swivel chairs, folding chairs; and in arm
chairs, rocking chairs, deck chairs, barbers' chairs, sedan chairs, dentists' chairs, basket chairs, reclining chairs, wheel
chairs, sling chairs, and beanbag chairs—as well as how to get off/out of them again. This ability presupposes a
repertoire of bodily skills which may well be indefinitely large, since there seems to be an indefinitely large variety of
chairs and of successful (graceful, comfortable, secure, poised) ways to sit on/in them. Moreover, understanding chairs
also includes social skills such as being able to sit appropriately (sedately, demurely, naturally, casually, sloppily,
provocatively) at dinners, interviews, desk jobs, lectures, auditions, concerts (intimate enough for there to be chairs
rather than seats), and in waiting rooms, living rooms, bedrooms, courts, libraries, and bars (of the sort sporting chairs,
not stools).

In light of this amazing capacity, Minsky's remarks on chairs in his frame paper seem more like a review of the
difficulties than even a hint
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of how Al could begin to deal with our common sense understanding in this area.

There are many forms of chairs, for example, and one should choose carefully the chair-description frames that are to be the major
capitals of chair-land. These are used for rapid matching and assigning priorities to the various differences. The lower priority
features of the cluster center then serve ... as properties of the chair types ...

(p. 52 [132]; emphasis added)

There is no argument why we should expect to find elementary context-free features characterizing a chair type, nor any
suggestion as to what these features might be. They certainly cannot be legs, back, seat, and so on, since these are not
context-free characteristics defined apart from chairs which then “cluster” in a chair representation; rather, legs, back,
and the rest, come in all shapes and variety and can only be recognized as aspects of already recognized chairs. Minsky
continues:

Difference pointers could be "functional” as well as geometric. Thus, after rejecting a first try at “chair" one might try the
functional idea of "something one can sit on" to explain an unconventional form.



But, as we already saw in our discussion of Winston's concept-learning program, a function so defined is not
abstractable from human embodied know-how and cultural practices. A functional description such as "something one
can sit on" treated merely as an additional context-free descriptor cannot even distinguish conventional chairs from
saddles, thrones, and toilets. Minsky concludes:

Of course, that analysis would fail to capture toy chairs, or chairs of such ornamental delicacy that their actual use would be
unthinkable. These would be better handled by the method of excuses, in which one would bypass the usual geometrical or
functional explanation in favor of responding to contexts involving art or play.

(emphasis added)

This is what is required all right; but by what elementary features are these contexts to be recognized? There is no reason
at all to suppose that one can avoid the difficulty of formally representing our knowledge of chairs by abstractly
representing even more holistic, concrete, culturally determined, and loosely organized human practices such a art and

play.

Minsky in his frame article claims that "the frame idea ... is in the tradition of ... the ‘paradigms' of Kuhn" (p. 3 [113]); so
it's appropri-
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ate to ask whether a theory of formal representation such as Minsky's, even if it can't account for everyday objects like
chairs, can do justice to Kuhn's analysis of the role of paradigms in the practice of science. Such a comparison might
seem more promising than testing the ability of frames to account for our everyday understanding, since science is a
theoretical enterprise which deals with context-free data whose lawlike relations can in principle be grasped by any
sufficiently powerful "pure-intellect”, whether human, Martian, digital, or divine.

Paradigms, like frames, serve to set up expectations. As Kuhn notes: "In the absence of a paradigm or some candidate
for paradigm, all the facts that could possibly pertain to the development of a given science are likely to seem equally
relevant™ (1962/70, p. 15). Minsky interprets as follows.

According to Kuhn's model of scientific evolution, normal science proceeds by using established descriptive schemes. Major
changes result from new paradigms, new ways of describing things ...

Whenever our customary viewpoints do not work well, whenever we fail to find effective frame systems in memory, we must
construct new ones that bring out the right features.
(p. 58 [135]; emphasis added)

But what Minsky leaves out is precisely Kuhn's claim that a paradigm or exemplar is not an abstract explicit descriptive
scheme utilizing formal features, but rather a shared concrete case, which dispenses with features altogether.

The practice of normal science depends on the ability, acquired from exemplars, to group objects and situations into similarity sets
which are primitive in the sense that the grouping is done without an answer to the question, "Similar with respect to what?"
(Kuhn 1962/70, p. 200)

Thus, although it is the job of scientists to find abstractable, exact, symbolic descriptions, and the subject matter of
science consists of such formal accounts, the thinking of scientists themselves does not seem to be amenable to this sort
of analysis. Kuhn explicitly repudiates any formal reconstruction which claims that the scientists must be using symbolic
descriptions.

I have in mind a manner of knowing which is misconstrued if reconstructed in terms of rules that are first abstracted from
exemplars and thereafter function in their stead.
(p. 192)
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Indeed, Kuhn sees his book as raising just those questions which Minsky refuses to face.

Why is the concrete scientific achievement, as a locus of professional commitment, prior to the various concepts, laws, theories,
and points of view that may be abstracted from it? In what sense is the shared paradigm a fundamental unit for the student of
scientific development, a unit that cannot be fully reduced to logically atomic components which might function in its stead?

(p. 11; emphasis added)

Although research based on frames cannot deal with this question, and so cannot account for common-sense or scientific
knowledge, the frame idea did bring the problem of how to represent our everyday knowledge into the open in Al.
Moreover, it provided a model so vague and suggestive that it could be developed in several different directions. Two
alternatives immediately presented themselves: either to use frames as part of a special-purpose micro-world analysis
dealing with common-sense knowledge, as if everyday activity took place in preanalyzed specific domains, or else to try
to use frame structures in "a no-tricks basic study" of the open-ended character of everyday know-how. Of the two most
influential current schools in Al, Roger Schank and his students at Yale have tried the first approach. Winograd,
Bobrow, and their group at Stanford and Xerox, the second.

2.2 Scripts and primitive actions

Schank'’s version of frames are called "scripts"”. Scripts encode the essential steps involved in stereotypical social
activities. Schank uses them to enable a computer to "understand” simple stories. Like the microworld builders, Schank
believes he can start with isolated stereotypical situations described in terms of primitive actions and gradually work up
from there to all of human life.

To carry out this project, Schank invented an event description language consisting of eleven primitive acts such as:
ATRANSs—the transfer of an abstract relationship such as possession, ownership, or control; PTRANs—the transfer of
physical location of an object; INGEST—the taking of an object by an animal into the inner workings of that animal,
and so forth. (1975a, p 39); and from these primitives he builds gamelike scenarios which enable his program to fill in
gaps and pronoun reference in stories.

Such primitive acts, of course, make sense only when the context is already interpreted in a specific piece of discourse.
Their artificiality
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can easily be seen if we compare one of Schank'’s context-free primitive acts to real-life actions. Take PTRANS, the
transfer of physical location of an object. At first it seems an interpretation-free fact if ever there were one. After all,
either an object moves or it doesn't. But in real life things are not so simple; even what counts as physical motion
depends on our purposes. If someone is standing still in a moving elevator on a moving ocean liner, is his going from A
to B deck a PTRANS? What about when he is just sitting on B deck? Are we all PTRANSs-ing around the sun? Clearly
the answer depends on the situation in which the question is asked.

Such primitives can be used, however, to describe fixed situations or scripts, once the relevant purposes have already
been agreed upon. Schank's definition of a script emphasizes its predetermined, bounded, gamelike character.



We define a script as a predetermined causal chain of conceptualizations that describe the normal sequence of things in a familiar
situation. Thus there is a restaurant script, a birthday-party script, a football-game script, a classroom script, and so on. Each script
has a minimum number ofplayers and objects that assume certain roles within the script ... [E]ach primitive action given stands for
the most important element in a standard set of actions.

(1975b, p. 131; emphasis added)

His illustration of the restaurant script spells out in terms of primitive actions the rules of the restaurant game:

Script: restaurant.
Roles: customer; waitress; chef; cashier.
Reason: to get food so as to go down in hunger and up in pleasure.

Scene 1, entering:

PTRANS—qo into restaurant
MBUILD—find table
PTRANS—qo to table
MOVE—sit down

Scene 2, ordering:

ATRANs—receive menu
ATTEND—Iook at it
MBUILD—decide on order
MTRANs—tell order to waitress
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Scene 3, eating:

ATRANs—receive food
INGEST—eat food

Scene 4, exiting:

MTRANs—ask for check
ATRANs—qgive tip to waitress
PTRANS—qo to cashier
ATRANs—qgive money to cashier
PTRANs—go out of restaurant
(1975b, p. 131)

No doubt many of our social activities are stereotyped, and there is nothing in principle misguided in trying to work out
primitives and rules for a restaurant game, the way the rules of Monopoly are meant to capture a simplified version of
the typical moves in the real estate business. But Schank claims that he can use this approach to understand stories about
actual restaurant-going—that, in effect, he can treat the sub-world of restaurant going as if it were an isolated
microworld. To do this, however, he must artificially limit the possibilities; for, as one might suspect, no matter how
stereotyped, going to the restaurant is not a self-contained game but a highly variable set of behaviors which open out
into the rest of human activity. What "normally" happens when one goes to a restaurant can be preselected and
formalized by the programmer as default assignments; but the background has been left out, so that a program using
such a script cannot be said to understand going to a restaurant at all.



This can easily be seen by imagining a situation that deviates from the norm. What if, when one tries to order, one finds
that the item in question is not available, or before paying one finds that the bill is added up wrongly? Of course, Schank
would answer that he could build these normal ways restaurant going breaks down into his script. But there are always
abnormal ways everyday activities can break down: the juke box might be too noisy, there might be too many flies on
the counter, or, as in the film Annie Hall, in a New York delicatessen one's girl friend might order a pastrami sandwich
on white bread with mayonnaise. When we understand going to a restaurant we understand how to cope with even these
abnormal possibilities because going to a restaurant is part of our everyday activities of going into buildings, getting
things we want, interacting with people, and so on.

To deal with this sort of objection, Schank has added some general rules for coping with unexpected disruptions. The
general idea is that
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in a story "it is usual for nonstandard occurrences to be explicitly mentioned” (Schank and Abelson 1977, p. 51); so the
program can spot the abnormal events and understand the subsequent events as ways of coping with them. But here we
can see that dealing with stories allows Schank to bypass the basic problem, since it is the author's understanding of the
situation which enables him to decide which events are disruptive enough to mention.

This ad hoc way of dealing with the abnormal can always be revealed by asking further questions; for the program has
not understood a restaurant story the way people in our culture do, until it can answer such simple questions as: When
the waitress came to the table, did she wear clothes? Did she walk forward or backward? Did the customer eat his food
with his mouth or his ear? If the program answers, "I don't know", we feel that all of its right answers were tricks or
lucky guesses and that it has not understood anything of our everyday restaurant behavior.2 The point here, and
throughout, is not that there are subtle things human beings can do and recognize which are beyond the low-level
understanding of present programs, but that in any area there are simple taken-for-granted responses central to human
understanding, lacking which a computer program cannot be said to have any understanding at all. Schank's claim, then,
that "the paths of a script are the possibilities that are extant in a situation™ (1975b, p. 132) is insidiously misleading.
Either it means that the script accounts for the possibilities in the restaurant game defined by Schank, in which case it is
true but uninteresting; or he is claiming that he can account for the possibilities in an everyday restaurant situation which
is impressive but, by Schank’s own admission, false.

Real short stories pose a further problem for Schank's approach. In a script what the primitive actions and facts are is
determined beforehand, but in a short story what counts as the relevant facts depends on the story itself. For example, a
story that describes a bus trip contains in its script that the passenger thanks the driver (a Schank example). But the fact
that the passenger thanked the driver would not be important in a story in which the passenger simply took the bus as a
part of a longer journey, while it might be crucially important if the story concerned a misanthrope who had never
thanked anyone before, or a very lawabiding young man who had courageously broken the prohibition against speaking
to drivers in order to speak to the attractive woman driving the bus. Overlooking this point, Schank claimed at a recent
meeting that his program, which can extract death statistics from
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newspaper accident reports, had answered my challenge that a computer would count as intelligent only if it could
summarize a short story.3 But Schank's newspaper program cannot provide a clue concerning judgments of what to
include in a story summary because it works only where relevance and significance have been predetermined, and
thereby avoids dealing with the world built up in a story in terms of which judgments of relevance and importance are
made.

Nothing could ever call into question Schank'’s basic assumption that all human practice and know-how is represented in
the mind as a system of beliefs constructed from context-free primitive actions and facts; but there are signs of trouble.

Schank does admit than an individual's "belief system" cannot be fully elicited from him—though he never doubts that it
exists and that it could in principle be represented in his formalism. He is therefore led to the desperate idea of a program
which could learn about everything from restaurants to life themes the way people do. In one of his papers he concludes:

We hope to be able to build a program that can learn, as a child does, how to do what we have described in this paper, instead of
being spoon-fed the tremendous information necessary.
(1972, pp. 553-554)

In any case, Schank's appeal to learning is at best another evasion. Developmental psychology has shown that children's
learning does not consist merely in acquiring more and more information about specific routine situations by adding new
primitives and combining old ones, as Schank's view would lead one to expect. Rather, learning of specific details takes
place on a background of shared practices which seem to be picked up in everyday interactions not as facts and beliefs
but as bodily skills for coping with the world. Any learning presupposes this background of implicit know-how which
gives significance to details. Since Schank admits that he cannot see how this background can be made explicit so as to
be given to a computer, and since the background is presupposed for the kind of script learning Schank has in mind, it
seems that his project of using preanalyzed primitives to capture common sense understanding is doomed.

2.3 KRL: a knowledge-representation language

Winograd and Bobrow propose a more plausible, even if in the last analysis perhaps no more promising, approach that
would use the new theoretical power of frames or stereotypes to dispense with the need to
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preanalyze everyday situations in terms of a set of primitive features whose relevance is independent of context. This
approach starts with the recognition that in everyday communication: "'"Meaning' is multidimensional, formalizable only
in terms of the entire complex of goals and knowledge [of the world] being applied by both the producer and
understander.” (Winograd 1976b, p. 262) This knowledge, of course, is assumed to be "a body of specific beliefs
(expressed as symbol structures ...) making up the person's ‘model of the world™ (p. 268). Given these assumptions,
Winograd and his coworkers are developing a new knowledge-representation language (KRL), which they hope will
enable programmers to capture these beliefs in symbolic descriptions of multidimensional prototypical objects whose
relevant aspects are a function of their context.



Prototypes would be structured so that any sort of description from proper names to procedures for recognizing an
example could be used to fill in any one of the nodes or slots that are attached to a prototype. This allows representations
to be defined in terms of each other, and results in what the authors call "a holistic as opposed to reductionistic view of
representation™ (Bobrow and Winograd 1977, p. 7). For example, since any description could be part of any other, chairs
could be described as having aspects such as seats and backs, and seats and backs in turn could be described in terms of
their function in chairs. Furthermore, each prototypical object or situation could be described from many different
perspectives. Thus nothing need be defined in terms of its necessary and sufficient features in the way Winston and
traditional philosophers have proposed, but rather, following Rosch's research on prototypes, objects would be classified
as more or less resembling certain prototypical descriptions.

Winograd illustrates this idea by using the traditional philosophers' favorite example:

The word 'bachelor' has been used in many discussions of semantics, since (save for obscure meanings
involving aquatic mammals and medieval chivalry) it seems to have a formally tractable meaning which can be
paraphrased "an adult human male who has never been married” ... In the realistic use of the word, there are
many problems which are not as simply stated and formalized. Consider the following exchange.

Host: I'm having a big party next weekend. Do you know any nice bachelors I could invite?
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Yes, | know this fellow X.

The problem is to decide, given the facts below, for which values of X the response would be a reasonable
answer, in light of the normal meaning of the word "bachelor"”. A simple test is to ask for which ones the host
might fairly complain "You lied. You said X was a bachelor".

A: Arthur has been living happily with Alice for the last five years. They have a two year old daughter and
have never officially married.

B: Bruce was going to be drafted, so he arranged with his friend Barbara to have a justice of the peace marry
them so he would be exempt. They have never lived together. He dates a number of women, and plans to
have the marriage annulled as soon as he finds someone he wants to marry.

C: Charlie is 17 years old. He lives at home with his parents and is in high school.

D: David is 17 years old. He left home at 13, started a small business, and is now a successful young
entrepreneur leading a playboy's life style in his penthouse apartment.

E: Eli and Edgar are homosexual lovers who have been living together for many years.

F: Faisal is allowed by the law of his native Abu Dhabi to have three wives. He currently has two and is
interested in meeting another potential fiancée.

G: Father Gregory is the bishop of the Catholic cathedral at Groton upon Thames.

[This] cast of characters could be extended indefinitely, and in each case there are problems in deciding
whether the word 'bachelor' could appropriately be applied. In normal use, a word does not convey a clearly
definable combination of primitive propositions, but evokes an exemplar which possesses a number of
properties. This exemplar is not a specific individual in the experience of the language user, but is more
abstract, representing a conflation of typical properties. A prototypical bachelor can be described as:



. a person

.amale

. an adult

. not currently officially married

. not in a marriage-like living situation
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6. potentially marriageable
7. leading a bachelor-like life style
8. not having been married previously
9. having an intention, at least temporarily, not to marry
10....

Each of the men described above fits some but not all of these characterizations. Except for narrow legalistic
contexts, there is no significant sense in which a subset of the characteristics can be singled out as the "central
meaning" of the word. In fact, among native English speakers there is little agreement about whether someone
who has been previously married can properly be called a "bachelor” and fairly good agreement that it should
not apply to someone who is not potentially marriageable (for instance, has taken a vow of celibacy).

Not only is this list [of properties] open-ended, but the individual terms are themselves not definable in terms of
primitive notions. In reducing the meaning of'bachelor' to a formula involving 'adult’ or 'potentially
marriageable’, one is led into describing these in terms of exemplars as well. 'Adult’ cannot be defined in terms
of years of age for any but technical legal purposes and in fact even in this restricted sense, it is defined
differently for different aspects of the law. Phrases such as 'marriage-like living situation’ and ‘bachelor-like life-
style' reflect directly in the syntactic form the intention to convey stereotyped exemplars rather than formal
definitions.

(1976b, 276-278)

Obviously, if KRL succeeds in enabling Al researchers to use such prototypes to write flexible programs, such a
language will be a major breakthrough and will avoid the ad hoc character of the "solutions™ typical of micro-world
programs. Indeed, the future of Al depends on some such work as that begun with the development of KRL. But there
are problems with this approach. Winograd's analysis has the important consequence that in comparing two prototypes,
what counts as a match and thus what count as the relevant aspects which justify the match will be a result of the
program'’s understanding of the current context.

The result of a matching process is not a simple true/false answer. It can be stated in its most general form as: "Given the set of
alternatives which | am currently considering ... and looking in order at those stored structures which are most accessible in the
current context, here is the best match, here is the degree to which it seems
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to hold, and here are the specific detailed places where match was not found ..." The selection of the order in which substructures
of the description will be compared is a function of their current accessibility, which depends both on the form in which they are
stored and the current context.

(1976b, p. 281-282; emphasis added)

This raises four increasingly grave difficulties. First, for there to be"a class of cognitive 'matching' processes which
operate on the descriptions (symbol structures) available for two entities, looking for correspondences and differences"
(p. 280), there must be a finite set of prototypes to be matched. To take Winograd's example:

A single object or event can be described with respect to several prototypes, with further specifications from the perspective of
each. The fact that last week Rusty flew to San Francisco would be expressed by describing the event as a typical instance of
Travel with the mode specified as Airplane, destination San Francisco, and so on. It might also be described as a Visit with the
actor being Rusty, the friends a particular group of people, the interaction warm, and so on.

(Bobrow and Winograd 1977, p. 8)

But "and so on" covers what might, without predigestion for a specific purpose, be a hopeless proliferation. The same
flight might also be a test flight, a check of crew performance, a stopover, a mistake, a golden opportunity, not to
mention a visit to brother, sister, thesis adviser, guru, and so on, and so on, and so on. Before the program can function
at all, the total set of possible alternatives must be pre-selected by the programmer.

Second, the matching makes sense only after the current candidates for comparison have been found. In chess, for
example, positions can be compared only after the chess master calls to mind past positions that the current board
positions might plausibly resemble. And (as in the chess case) the discovery of the relevant candidates which make the
matching of aspects possible requires experience and intuitive association.

The only way a KRL-based program (which must use symbolic descriptions) could proceed, in chess or anywhere else,
would be to guess some frame on the basis of what was already "understood" by the program, and then see if that frame's
features could be matched to some current description. If not, the program would have to backtrack and try another
prototype until it found one into whose slots or default terminals the incoming data could be fitted. This seems an
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altogether implausible and inefficient model of how we perform, and only rarely occurs in our conscious life. Of course,
cognitive scientists could answer the above objection by maintaining, in spite of the implausibility, that we try out the
various prototypes very quickly and are simply not aware of the frantic shuffling of hypotheses going on in our
unconscious. But, in fact, most would still agree with Winograd's (1974) assessment that the frame selection problem
remains unsolved.

The problem of choosing the frames to try is another very open area. There is a selection problem, since we cannot take all of our
possible frames for different kinds of events and match them against what is going on.

(p. 80)

There is, moreover, a third and more basic question which may pose an in-principle problem for any formal holistic
account in which the significance of any fact, indeed what counts as a fact, always depends on the context. Bobrow and
Winograd stress the critical importance of context.

The results of human reasoning are context dependent, the structure of memory includes not only the long-term storage
organization (What do | know?) but also a current context (What is in focus at the moment?). We believe that this is an important
feature of human thought, not an inconvenient limitation.

(1977, p. 32)



Winograd further notes that "the problem is to find a formal way of talking about ... current attention focus and goals"
(1976b, p. 283). Yet he gives no formal account of how a computer program written in KRL could determine the current
context.

Winograd's work does contain suggestive claims, such as his remark that "the procedural approach formalizes notions
like 'current context' ... and 'attention focus' in terms of the processes by which cognitive state changes as a person
comprehends or produces utterances" (pp. 287-288). There are also occasional parenthetical references to "current goals,
focus of attention, set of words recently heard, and so on" (p. 282). But reference to recent words has proven useless as a
way of determining what the current context is, and reference to current goals and focus of attention is vague and
perhaps even question-begging. If a human being's current goal is, say, to find a chair to sit on, his current focus might
be on recognizing whether he is in a living room or a warehouse. He will also have short-range goals like finding the
walls, longer-range goals like finding the light switch, middle-range goals like wanting to write or rest; and what counts
as satisfying these
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goals will in turn depend on his ultimate goals and interpretation of himself as, say, a writer, or merely as easily
exhausted and deserving comfort. So Winograd's appeal to "current goals and focus" covers too much to be useful in
determining what specific situation the program is in.

To be consistent, Winograd would have to treat each type of situation the computer could be in as an object with its
prototypical description; then in recognizing a specific situation, the situation or context in which that situation was
encountered would determine which foci, goals, and the like, were relevant. But where would such a regress stop?
Human beings, of course, don't have this problem. They are, as Heidegger puts it, always already in a situation, which
they constantly revise. If we look at it genetically, this is no mystery. We can see that human beings are gradually trained
into their cultural situation on the basis of their embodied precultural situation, in a way no programmer using KRL is
trying to capture. But for this very reason a program in KRL is not always-already-in-a-situation. Even if it represents all
human knowledge in its stereotypes, including all possible types of human situations, it represents them from the
outside, like a Martian or a god. It isn't situated in any one of them, and it may be impossible to program it to behave as
if it were.

This leads to my fourth and final question. Is the know-how that enables human beings constantly to sense what specific
situation they are in the sort of know-how that can be represented as a kind of knowledge in any knowledge-
representation language no matter how ingenious and complex? It seems that our sense of our situation is determined by
our changing moods, by our current concerns and projects, by our long-range self-interpretation and probably also by
our sensory-motor skills for coping with objects and people—skills we develop by practice without ever having to
represent to ourselves our body as an object, our culture as a set of beliefs, or our propensities as situation-action rules.
All these uniquely human capacities provide a "richness"” or a "thickness" to our way of being-in-the-world and thus
seem to play an essential role in situatedness, which in turn underlies all intelligent behavior.

There is no reason to suppose that moods, mattering, and embodied skills can be captured in any formal web of belief;
and except for Kenneth Colby, whose view is not accepted by the rest of the Al community, no current work assumes
that they can. Rather, all Al workers and cognitive psychologists are committed, more or less lucidly, to the
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view that such noncognitive aspects of the mind can simply be ignored. This belief that a significant part of what counts
as intelligent behavior can be captured in purely cognitive structures defines cognitive science and is a version of what |
call the psychological assumption (1972/92, chapter 4). Winograd makes it explicit.

Al is the general study of those aspects of cognition which are common to all physical symbol systems, including humans and
computers.
(see Schank et al. 1977, p. 1008)

But this definition merely delimits the field; it in no way shows there is anything to study, let alone guarantees the
project's success.

Seen in this light, Winograd's grounds for optimism contradict his own basic assumptions. On the one hand, he sees that
a lot of what goes on in human minds cannot be programmed, so he only hopes to program a significant part.

[Clognitive science ... does not rest on an assumption that the analysis of mind as a physical symbol system provides a complete
understanding of human thought ... For the paradigm to be of value, it is only necessary that there be some significant aspects of
thought and language which can be profitably understood through analogy with other symbol systems we know how to construct.
(1976b, p. 264)

On the other hand, he sees that human intelligence is "holistic” and that meaning depends on "the entire complex of
goals and knowledge". What our discussion suggests is that all aspects of human thought, including nonformal aspects
like moods, sensory-motor skills, and long-range self-interpretations, are so interrelated that one cannot substitute an
abstractable web of explicit beliefs for the whole cloth of our concrete everyday practices.

What lends plausibility to the cognitivist position is the conviction that such a web of beliefs must finally fold back on
itself and be complete, since we can know only a finite number of facts and procedures describable in a finite number of
sentences. But since facts are discriminated, and language is used, only in a context, the argument that the web of belief
must in principle be completely formalizable does not show that such a belief system can account for intelligent
behavior. This would be true only if the context could also be captured in the web of facts and procedures. But if the
context is determined by moods, concerns, and skills, then the fact that our beliefs can in principle be completely
represented does not show that representations are
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sufficient to account for cognition. Indeed, if nonrepresentable capacities play an essential role in situatedness, and the
situation is presupposed by all intelligent behavior, then the “aspects of cognition which are common to all physical
symbol systems™ will not be able to account for any cognitive performance at all.

In the end, the very idea of a holistic information-processing model in which the relevance of the facts depends on the
context may involve a contradiction. To recognize any context one must have already selected from the indefinite
number of possibly discriminable features the possibly relevant ones; but such a selection can be made only after the
context has already been recognized as similar to an already analyzed one. The holist thus faces a vicious circle:
relevance presupposes similarity and similarity presupposes relevance. The only way to avoid this loop is to be always-
already-in-a-situation without representing it, so that the problem of the priority of context and features does not arise, or
else to return to the reductionist project of preanalyzing all situations in terms of a fixed set of possibly relevant
primitives—a project which has its own practical problems, as our analysis of Schank's work has shown, and, as we shall
see in the conclusion, may have its own internal contradiction as well.



Whether this is, indeed, an in-principle obstacle to Winograd's approach, only further research will tell. Winograd
himself is admirably cautious in his claims.

If the procedural approach is successful, it will eventually be possible to describe the mechanisms at such a level of detail that
there will be a verifiable fit with many aspects of detailed human performance ... but we are nowhere near having explanations
which cover language processing as a whole, including meaning.

(1976b, p. 297)

If problems do arise because of the necessity in any formalism of isolating beliefs from the rest of human activity,
Winograd will no doubt have the courage to analyze and profit from the discovery. In the meantime everyone interested
in the philosophical project of cognitive science will be watching to see if Winograd and company can produce a
moodless, disembodied, concernless, already-adult surrogate for our slowly-acquired situated understanding.
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3 Conclusion

Given the fundamental supposition of the information-processing approach that all that is relevant to intelligent behavior
can be formalized in a structured description, all problems must appear to be merely problems of complexity. Bobrow
and Winograd put this final faith very clearly at the end of their description of KRL.

The system is complex, and will continue to get more so in the near future ... [W]e do not expect that it will ever be reduced to a

very small set of mechanisms. Human thought, we believe, is the product of the interaction of a fairly large set of interdependent
processes. Any representation language which is to be used in modeling thought or achieving "intelligent” performance will have
to have an extensive and varied repertoire of mechanisms.

(Bobrow and Winograd 1977, p. 43)

Underlying this mechanistic assumption is an even deeper assumption which has gradually become clear during the past
ten years of research. During this period, Al researchers have consistently run up against the problem of representing
everyday context. Work during the first five years (1967-1972) demonstrated the futility of trying to evade the
importance of everyday context by creating artificial gamelike contexts preanalyzed in terms of a list of fixed-relevance
features. More recent work has thus been forced to deal directly with the background of common-sense know-how
which guides our changing sense of what counts as the relevant facts. Faced with this necessity, researchers have
implicitly tried to treat the broadest context or background as an object with its own set of preselected descriptive
features. This assumption, that the background can be treated as just another object to be represented in the same sort of
structured description in which everyday objects are represented, is essential to our whole philosophical tradition.
Following Heidegger, who is the first to have identified and criticized this assumption, I will call it the metaphysical
assumption.

The obvious question to ask in conclusion is: Is there any evidence, besides the persistent difficulties and history of
unfulfilled promises in Al, for believing that the metaphysical assumption is unjustified? It may be that no argument can
be given against it, since facts put forth to show that the background of practices is unrepresentable are in that very act
shown to be the sort of facts which can be represented. Still, I will attempt to lay out the argument which underlies my
antiformalist, and therefore, antimechanist convictions.
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My thesis, which owes a lot to Wittgenstein (1953), is that whenever human behavior is analyzed in terms of rules, these
rules must always contain a ceteris paribus condition, that is, they apply "everything else being equal”; and what
"everything else" and "equal™ mean in any specific situation can never be fully spelled out without a regress. Moreover,
the ceteris paribus condition is not merely an annoyance which shows that the analysis is not yet complete and might be
what Husserl called and "infinite task™. Rather the ceteris paribus condition points to a background of practices which
are the condition of the possibility of all rule-like activity. In explaining our actions we must always sooner or later fall
back on our everyday practices and simply say "this is what we do" or "that's what it is to be a human being". Thus in the
last analysis all intelligibility and all intelligent behavior must be traced back to our sense of what we are, which is,
according to this argument, necessarily, on pain of regress, something we can never explicitly know.

Still, to this dilemma the Al researchers might plausibly respond: "Whatever background of shared interests, feelings,
and practices is necessary for understanding specific situations, that knowledge must somehow be represented in the
human beings who have that understanding. And how else could such knowledge be represented but in some explicit
data structure?" Indeed, the kind of computer programming accepted by all workers in Al would require such a data
structure, and so would philosophers who hold that all knowledge must be explicitly represented in our minds. But there
are two alternatives which would avoid the contradictions inherent in the informationprocessing model, by avoiding the
idea that everything we know must be in the form of some explicit symbolic representation.

One response, shared by existential phenomenologists such as Merleau-Ponty and ordinary-language philosophers such
as Wittgenstein, is to say that such "knowledge" of human interests and practices need not be represented at all. Just as it
seems plausible that | can learn to swim by practicing until | develop the necessary patterns of responses, without
representing my body and muscular movements in some data structure, so too what | "know" about the cultural practices
which enable me to recognize and act in specific situations has been gradually acquired through training in which no one
ever did or could, again on pain of regress, make explicit what was being learned.

Another possible account would allow a place for representations, at least in special cases where | have to stop and
reflect, but would
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stress that these are usually nonformal representations—more like images, by means of which I explore what | am, not
what | know. We thus appeal to concrete representations (images or memories) based on our own experience, without
having to make explicit the strict rules and their spelled out ceteris paribus conditions as required by abstract symbolic
representations.

The idea that feelings, memories, and images must be the conscious tip of an unconscious frame-like data structure runs
up against both prima facie evidence and the problem of explicating the ceteris paribus conditions. Moreover, the
formalist assumption is not supported by one shred of scientific evidence from neurophysiology or psychology, or from
the past "successes™ of Al—whose repeated failures required appeal to the metaphysical assumption in the first place.

Al's current difficulties, moreover, become intelligible in the light of this alternative view. The proposed formal
representation of the background of practices in symbolic descriptions, whether in terms of situation-free primitives or
more sophisticated data structures whose building blocks can be descriptions of situations, would, indeed, look more and
more complex and intractable if minds were not physical symbol systems. If belief structures are the result of abstraction
from the concrete practical context, rather than the true building blocks of our world, it is no wonder the formalist finds
himself stuck with the view that they are endlessly explicable. On my view, the organization of world knowledge
provides the largest stumbling block to Al precisely because the programmer is forced to treat the world as an object,
and our know-how as knowledge.



Looking back over the past ten years of Al research we might say that the basic point which has emerged is that since
intelligence must be situated it cannot be separated from the rest of human life. The persistent denial of this seemingly
obvious point cannot, however, be laid at the door of Al. It starts with Plato's separation of the intellect or rational soul
from the body with its skills, emotions, and appetites. Aristotle continued this unlikely dichotomy when he separated the
theoretical from the practical, and defined man as a rational animal—as if one could separate man's rationality from his
animal needs and desires. If one thinks of the importance of the sensory-motor skills in the development of our ability to
recognize and cope with objects, or of the role of needs and desires in structuring all social situations, or finally of the
whole cultural background of human self-interpretation involved in our simply knowing how to pick out and use chairs,
the idea that we
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can simply ignore this know-how while formalizing our intellectual understanding as a complex system of facts and
rules is highly implausible.

Great artists have always sensed the truth, stubbornly denied by both philosophers and technologists, that the basis of
human intelligence cannot be isolated and explicitly understood. In Moby Dick, Melville writes of the tattooed savage,
Queequeg, that he had "written out on his body a complete theory of the heavens and the earth, and a mystical treatise on
the art of attaining truth; so that Queequeg in his own proper person was a riddle to unfold, a wondrous work in one
volume; but whose mysteries not even he himself could read™” (1851/ 1952, p. 477). Yeats puts it even more succinctly:

"I have found what | wanted—to put it in a phrase | say, 'Man can embody the truth, but he cannot know it'.

Notes
1. This view is worked out further in Heidegger (1927/62); see especially p. 93 and all of section 18.

2. This is John Searle's way of formulating this important point. In a talk at the University of California at Berkeley
(October 19, 1977), Schank agreed with Searle that to understand a visit to a restaurant, the computer needs more than a
script; it needs to know everything that people know. He added that he is unhappy that as it stands his program cannot
distinguish "degrees of weirdness". Indeed, for the program it is equally "weird" for the restaurant to be out of food as it
is for the customer to respond by devouring the chef. Thus Schank seems to agree that without some understanding of
degree of deviation from the norm, the program does not understand a story even when in that story events follow a
completely normal stereotyped script. It follows that although scripts capture a necessary condition of everyday
understanding, they do not provide a sufficient condition.

3. At the Society for Interdisciplinary Study of the Mind, Symposium for Philosophy and Computer Technology, State
University College, New Paltz, NY, March 1977.



Page 183

7
Minds, Brains,
and Programs

John R. Searle
1980

What psychological and philosophical significance should we attach to recent efforts at computer
simulations of human cognitive capacities? In answering this question | find it useful to distinguish what
I will call "strong™ Al from "weak" or "cautious" Al. According to weak Al, the principal value of the
computer in the study of the mind is that it gives us a very powerful tool. For example, it enables us to
formulate and test hypotheses in a more rigorous and precise fashion than before. But according to
strong Al the computer is not merely a tool in the study of the mind; rather, the appropriately
programmed computer really is a mind in the sense that computers given the right programs can be
literally said to understand and have other cognitive states. And, according to strong Al, because the
programmed computer has cognitive states, the programs are not mere tools that enable us to test
psychological explanations; rather, the programs are themselves the explanations. | have no objection to
the claims of weak Al, at least as far as this article is concerned. My discussion here will be directed to
the claims I have defined as strong Al, specifically the claim that the appropriately programmed
computer literally has cognitive states and that the programs thereby explain human cognition. When |
refer to Al, it is the strong version as expressed by these two claims which I have in mind.

I will consider the work of Roger Schank and his colleagues at Yale (see, for instance, Schank and
Abelson 1977), because | am more familiar with it than I am with any similar claims, and because it
provides a clear example of the sort of work | wish to examine. But nothing that follows depends upon
the details of Schank's programs. The same arguments would apply to Winograd's (1972) SHRDLU,
Weizenbaum's (1965) ELIZA, and indeed, any Turing-machine simulation of human mental
phenomena.

Briefly, and leaving out the various details, one can describe Schank's program as follows: the aim of the
program is to simulate the
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human ability to understand stories. It is characteristic of the abilities of human beings to understand
stories that they can answer questions about the story, even though the information they give was not
explicitly stated in the story. Thus, for example, suppose you are given the following story: "A man
went into a restaurant and ordered a hamburger. When the hamburger arrived, it was burned to a crisp,
and the man stormed out of the restaurant angrily without paying for the hamburger or leaving a tip."
Now, if you are given the question "Did the man eat the hamburger?", you will presumably answer, "No,
he did not." Similarly if you are given the following story: "A man went into a restaurant and ordered a
hamburger; when the hamburger came, he was very pleased with it; and as he left the restaurant he gave
the waitress a large tip before paying his bill.", and you are asked the question "Did the man eat the
hamburger?”, you will presumably answer, "Yes, he ate the hamburger.”

Now Schank's machines can similarly answer questions about restaurants in this fashion. In order to do
so, they have a "representation™ of the sort of information that human beings have about restaurants
which enables them to answer such questions as those above, given these sorts of stories. When the
machine is given the story and then asked the question, the machine will print out answers of the sort
that we would expect human beings to give if told similar stories. Partisans of strong Al claim that in
this question-and-answer sequence, not only is the machine simulating a human ability but also:

(@) The machine can literally be said to understand the story and provide answers to questions;
and

(b) What the machine and its program do explains the human ability to understand the story and
answer questions about it.

Claims (a) and (b) seem to me totally unsupported by Schank's work, as | will attempt to show in what
follows. 1

A way to test any theory of mind is to ask oneself what it would be like if one's own mind actually
worked on the principles that the theory says all minds work on. Let us apply this test to the Schank
program with the following Gedankenexperiment. Suppose that | am locked in a room and suppose that
I'm given a large batch of Chinese writing. Suppose furthermore, as is indeed the case, that | know no
Chinese either written or spoken, and that I'm not even confident that | could recognize Chinese writing
as Chinese writing distinct from, say, Japanese writing or meaningless squiggles. Now suppose further



Page 185

that, after this first batch of Chinese writing, | am given a second batch of Chinese script together with a
set of rules for correlating the second batch with the first batch. The rules are in English and |
understand these rules as well as any other native speaker of English. They enable me to correlate one
set of formal symbols with another set of formal symbols, and all that "“formal™ means here is that | can
identify the symbols entirely by their shapes. Now suppose also that | am given a third batch of Chinese
symbols together with some instructions, again in English, that enable me to correlate elements of this
third batch with the first two batches, and these rules instruct me how | am to give back certain Chinese
symbols with certain sorts of shapes in response to certain sorts of shapes given me in the third batch.

Unknown to me, the people who are giving me all of these symbols call the first batch a "script”, they
call the second batch a "story", and they call the third batch "questions". Furthermore, they call the
symbols I give them back in response to the third batch "answers to the questions”, and the set of rules
in English that they gave me they call "the program™. To complicate the story a little bit, imagine that
these people also give me stories in English which | understand, and they then ask me questions in
English about these stories, and | give them back answers in English. Suppose also that after a while |
get so good at following the instructions for manipulating the Chinese symbols and the programmers get
so good at writing the programs that from the external point of view—that is, from the point of view of
somebody outside the room in which | am locked—my answers to the questions are indistinguishable
from those of native Chinese speakers. Nobody looking at my answers can tell that | don't speak a word
of Chinese. Let us also suppose that my answers to the English questions are, as they no doubt would be,
indistinguishable from those of other native English speakers, for the simple reason that | am a native
speaker of English. From the external point of view, from the point of view of someone reading my
"answers", the answers to the Chinese questions and the English questions are equally good. But in the
Chihese case, unlike the English case, | produce the answers by manipulating uninterpreted formal
symbols. As far as the Chinese is concerned, | simply behave like a computer; | perform computational
operations on formally specified elements. For the purposes of the Chinese, | am simply an instantiation
of the computer program.

Now the claims made by strong Al are that the programmed computer understands the stories and that
the program in some sense
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explains human understanding. But we are now in a position to examine these claims in light of our
thought experiment.

(@) As regards the first claim, it seems to me obvious in the example that | do not understand a word of
the Chinese stories. | have inputs and outputs that are indistinguishable from those of the native Chinese
speaker, and | can have any formal program you like, but I still understand nothing. Schank's computer,
for the same reasons, understands nothing of any stories, whether in Chinese, English, or whatever, since
in the Chinese case the computer is me; and in cases where the computer is not me, the computer has
nothing more than | have in the case where | understand nothing.

(b) As regards the second claim—that the program explains human understanding—we can see that the
computer and its program do not provide sufficient conditions of understanding, since the computer and
the program are functioning and there is no understanding. But does it even provide a necessary
condition or a significant contribution to understanding? One of the claims made by the supporters of
strong Al is this: when | understand a story in English, what | am doing is exactly the same—or perhaps
more of the same—as what | was doing in the case of manipulating the Chinese symbols. It is simply
more formal symbol manipulation which distinguishes the case in English, where | do understand, from
the case in Chinese, where | don't. I have not demonstrated that this claim is false, but it would certainly
appear an incredible claim in the example.

Such plausibility as the claim has derives from the supposition that we can construct a program that will
have the same inputs and outputs as native speakers, and in addition we assume that speakers have some
level of description where they are also instantiations of a program. On the basis of these two
assumptions, we assume that even if Schank's program isn't the whole story about understanding, maybe
it is part of the story. That is, | suppose, an empirical possibility, but not the slightest reason has so far
been given to suppose it is true, since what is suggested—though certainly not demonstrated—nby the
example is that the computer program is irrelevant to my understanding of the story. In the Chinese case
| have everything that artificial intelligence can put into me by way of a program, and | understand
nothing; in the English case | understand everything, and there is so far no reason at all to suppose that
my understanding has anything to do with computer programs—that is, with computational operations
on purely formally specified elements.
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As long as the program is defined in terms of computational operations on purely formally-defined
elements, what the example suggests is that these by themselves have no interesting connection with
understanding. They are certainly not sufficient conditions, and not the slightest reason has been given
to suppose that they are necessary conditions or even that they make a significant contribution to
understanding. Notice that the force of the argument is not simply that different machines can have the
same input and output while operating on different formal principles—that is not the point at all—but
rather that whatever purely formal principles you put into the computer will not be sufficient for
understanding, since a human will be able to follow the formal principles without understanding
anything, and no reason has been offered to suppose they are necessary or even contributory, since no
reason has been given to suppose that when I understand English, | am operating with any formal
program at all.

What is it, then, that | have in the case of the English sentences which | do not have in the case of the
Chinese sentences? The obvious answer is that | know what the former mean but haven't the faintest
idea what the latter mean. In what does this consist, and why couldn't we give it to a machine, whatever
it 1s? Why couldn't the machine be given whatever it is about me that makes it the case that | know what
English sentences mean? | will return to these questions after developing my example a little more.

| HAVE HAD OCCASIONS to present this example to several workers in artificial intelligence and,
interestingly, they do not seem to agree on what the proper reply to it is. | get a surprising variety of
replies, and in what follows I will consider the most common of these (specified along with their
geographical origins). First I want to block out some common misunderstandings about "understanding".
In many of these discussions one finds fancy footwork about the word ‘understanding’. My critics point
out that there are different degrees of understanding, that 'understands' is not a simple two-place
predicate, that there are even different kinds and levels of understanding, and often the law of the
excluded middle doesn't even apply in a straightforward way to statements of the form 'x understands vy,
that in many cases it is a matter for decision and not a simple matter of fact whether x understands y.
And so on.

To all these points | want to say: "Of course, of course." But they have nothing to do with the points at
issue. There are clear cases where
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‘understands' applies and clear cases where it does not apply; and such cases are all | need for this
argument.2 | understand stories in English; to a lesser degree | can understand stories in French; to a still
lesser degree, stories in German; and in Chinese, not at all. My car and my adding machine, on the other
hand, understand nothing; they are not in that line of business.

We often attribute "understanding™ and other cognitive predicates by metaphor and analogy to cars,
adding machines, and other artifacts; but nothing is proved by such attributions. We say, "The door
knows when to open because of its photoelectric cell”, "The adding machine knows how (understands
how, is able) to do addition and subtraction but not division", and "The thermostat perceives changes in
the temperature”. The reason we make these attributions is interesting and has to do with the fact that in
artifacts we extend our own intentionality;3 our tools are extensions of our purposes, and so we find it
natural to make metaphorical attributions of intentionality to them. But | take it no philosophical ice is
cut by such examples. The sense in which an automatic door "understands instructions" from its

photoelectric cell is not at all the sense in which I understand English.

If the sense in which Schank's programmed computers understand stories were supposed to be the
metaphorical sense in which the door understands, and not the sense in which | understand English, the
issue would not be worth discussing. Newell and Simon write that the sense of "understanding” they
claim for computers is exactly the same as for human beings. | like the straightforwardness of this claim,
and it is the sort of claim I will be considering. | will argue that, in that literal sense, the programmed
computer understands what the car and the adding machine understand: exactly nothing. The computer's
understanding is not just (as in the case of my understanding of German) partial or incomplete; it is zero.

Now to the replies.

| THE SYSTEMS REPLY (Berkeley): While it is true that the individual person who is locked in the
room does not understand the story, the fact is that he is merely part of a whole system and the system
does understand the story. The person has large ledger in front of him in which are written the rules, he
has a lot of scratch paper and pencils for doing calculations, he has "data banks™ of sets of Chinese
symbols. Now, understanding is not being ascribed to the mere individual; rather it is being ascribed to
this whole system of which he is a part.
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My response to the systems theory is simple. Let the individual internalize all of these elements of the
system. He memorizes the rules in the ledger and the data banks of Chinese symbols, and he does all the
calculations in his head. The individual then incorporates the entire system. There isn't anything at all to
the system which he does not encompass. We can even get rid of the room and suppose he works
outdoors. All the same, he understands nothing of the Chinese, and a fortiori neither does the system,
because there isn't anything in the system which isn't in him. If he doesn't understand, then there is no
way the system could understand because the system is just a part of him.

Actually I feel somewhat embarrassed even to give this answer to the systems theory because the theory
seems to me so implausible to start with. The idea is that while a person doesn't understand Chinese,
somehow the conjunction of that person and some bits of paper might understand Chinese. It is not easy
for me to imagine how someone who was not in the grip of an ideology would find the idea at all
plausible. Still, I think many people who are committed to the ideology of strong Al will in the end be
inclined to say something very much like this; so let us pursue it a bit further. According to one version
of this view, while the man in the internalized systems example doesn't understand Chinese in the sense
that a native Chinese speaker does (because, for example, he doesn't know that the story refers to
restaurants and hamburgers, and so on), still “the man as formal symbol manipulation system" really
does understand Chinese. The subsystem of the man which is the formal symbol manipulation system
for Chinese should not be confused with the subsystem for English.

So there are really two subsystems in the man; one understands English, the other Chinese, and "it's just
that the two systems have little to do with each other". But, | want to reply, not only do they have little
to do with each other, they are not even remotely alike. The subsystem that understands English
(assuming we allow ourselves to talk in this jargon of*subsystems" for a moment) knows that the stories
are about restaurants and eating hamburgers, and the like; he knows that he is being asked questions
about restaurants and that he is answering questions as best he can by making various inferences from
the content of the story, and so on. But the Chinese system knows none of this; whereas the English
subsystem knows that ‘hamburgers' refers to hamburgers, the Chinese subsystem knows only that
'squiggle-squiggle’ is followed by 'squoggle-squoggle’. All he knows is that various formal symbols are
being introduced at one end and are manipulated
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according to rules written in English, and that other symbols are going out at the other end.

The whole point of the original example was to argue that such symbol manipulation by itself couldn't
be sufficient for understanding Chinese in any literal sense because the man could write
'squogglesquoggle’ after 'squiggle-squiggle’ without understanding anything in Chinese. And it doesn't
meet that argument to postulate subsystems within the man, because the subsystems are no better off
than the man was in the first place; they still don't have anything even remotely like what the English-
speaking man (or subsystem) has. Indeed, in the case as described, the Chinese subsystem is simply a
part of the English subsystem, a part that engages in meaningless symbol manipulation according to the
rules of English.

Let us ask ourselves what is supposed to motivate the systems reply in the first place—that is, what
independent grounds are there supposed to be for saying that the agent must have a subsystem within
him that literally understands stories in Chinese? As far as | can tell, the only grounds are that in the
example I have the same input and output as native Chinese speakers, and a program that goes from one
to the other. But the point of the example has been to show that that couldn't be sufficient for
understanding, in the sense in which I understand stories in English, because a person, hence the set of
systems that go to make up a person, could have the right combination of input, output, and program and
still not understand anything in the relevant literal sense in which I understand English.

The only motivation for saying there must be a subsystem in me that understands Chinese is that | have a
program and | can pass the Turing test: I can fool native Chinese speakers (see Turing 1950 [chapter 2
of this volume]). But precisely one of the points at issue is the adequacy of the Turing test. The example
shows that there could be two "systems", both of which pass the Turing test, but only one of which
understands; and it is no argument against this point to say that, since they both pass the Turing test,
they must both understand, since this claim fails to meet the argument that the system in me which
understands English has a great deal more than the system which merely processes Chinese. In short the
systems reply simply begs the question by insisting without argument that the system must understand
Chinese.

Furthermore, the systems reply would appear to lead to consequences that are independently absurd. If
we are to conclude that there
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must be cognition in me on the grounds that | have a certain sort of input and output and a program in
between, then it looks as though all sorts of noncognitive subsystems are going to turn out to be
cognitive. For example, my stomach has a level of description where it does information processing, and
it instantiates any number of computer programs, but | take it we do not want to say that it has any
understanding. Yet if we accept the systems reply, it is hard to see how we can avoid saying that
stomach, heart, liver, and so on, are all understanding subsystems, since there is no principled way to
distinguish the motivation for saying the Chinese subsystem understands from saying that the stomach
understands. (It is, by the way, not an answer to this point to say that the Chinese system has information
as input and output and the stomach has food and food products as input and output, since from the point
of view of the agent, from my point of view, there is no information in either the food or the Chinese;
the Chinese is just so many meaningless squiggles. The information in the Chinese case is solely in the
eyes of the programmers and the interpreters, and there is nothing to prevent them from treating the
input and output of my digestive organs as information if they so desire.)

This last point bears on some independent problems in strong Al, and it is worth digressing for a
moment to explain it. If strong Al is to be a branch of psychology, it must be able to distinguish systems
which are genuinely mental from those which are not. It must be able to distinguish the principles on
which the mind works from those on which nonmental systems work; otherwise it will offer us no
explanations of what is specifically mental about the mental. And the mental/nonmental distinction
cannot be just in the eye of the beholder—it must be intrinsic to the systems. For otherwise it would be
up to any beholder to treat people as nonmental and, for instance, hurricanes as mental, if he likes.

But quite often in the Al literature the distinction is blurred in ways which would in the long run prove
disastrous to the claim that Al is a cognitive inquiry. McCarthy, for example, writes: "Machines as
simple as thermostats can be said to have beliefs, and having beliefs seems to be a characteristic of most
machines capable of problem solving performance” (1979). Anyone who thinks strong Al has a chance
as a theory of the mind ought to ponder the implications of that remark. We are asked to accept it as a
discovery of strong Al that the hunk of metal on the wall which we use to regulate the temperature has
beliefs in exactly the same sense that we, our spouses, and our
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children have beliefs, and furthermore that "most" of the other machines in the room—telephone, tape
recorder, adding machine, electric light switch, and so on—also have beliefs in this literal sense. It is not
the aim of this article to argue against McCarthy's point, so | will simply assert the following without
argument. The study of the mind starts with such facts as that humans have beliefs and thermostats,
telephones, and adding machines don't. If you get a theory that denies this point, you have produced a
counter-example to the theory, and the theory is false.

One gets the impression that people in Al who write this sort of thing think they can get away with it
because they don't really take it seriously and they don't think anyone else will either. | propose, for a
moment at least, to take it seriously. Think hard for one minute about what would be necessary to
establish that that hunk of metal on the wall over there has real beliefs, beliefs with direction of fit,
propositional content, and conditions of satisfaction; beliefs that have the possibility of being strong
beliefs or weak beliefs; nervous, anxious or secure beliefs; dogmatic, rational, or superstitious beliefs;
blind faiths or hesitant cogitations; any kind of beliefs. The thermostat is not a candidate. Neither are
stomach, liver, adding machine, or telephone. However, since we are taking the idea seriously, notice
that its truth would be fatal to the claim of strong Al to be a science of the mind, for now the mind is
everywhere. What we wanted to know is what distinguishes the mind from thermostats, livers, and the
rest. And if McCarthy were right, strong Al wouldn't have a hope of telling us that.

Il THE ROBOT REPLY (Yale): Suppose we wrote a different kind of program from Schank's
program. Suppose we put a computer inside a robot, and this computer would not just take in
formal symbols as input and give out formal symbols as output, but rather it would actually
operate the robot in such a way that the robot does something very much like perceiving,
walking, moving about, hammering nails, eating, drinking—anything you like. The robot
would, for example, have a television camera attached to it that enabled it to see, it would have
arms and legs that enabled it to act, and all of this would be controlled by its computer brain.
Such a robot would, unlike Schank's computer, have genuine understanding and other mental
states.

The first thing to notice about the robot reply is that it tacitly concedes that cognition is not solely a
matter of formal symbol manipulation, since this reply adds a set of causal relations with the outside
world.
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But the answer to the robot reply is that the addition of such "perceptual” and "motor" capacities adds
nothing by way of understanding, in particular, or intentionality, in general, to Schank's original
program. To see this, notice that the same thought experiment applies to the robot case. Suppose that,
instead of the computer inside the robot, you put me inside the room and you give me again, as in the
original Chinese case, more Chinese symbols with more instructions in English for matching Chinese
symbols to Chinese symbols and feeding back Chinese symbols to the outside.

Now suppose also that, unknown to me, some of the Chinese symbols that come to me come from a
television camera attached to the robot, and other Chinese symbols that | am giving out serve to make
the motors inside the robot move the robot's legs or arms. It is important to emphasize that all | am doing
Is manipulating formal symbols; | know none of these other facts. | am receiving "information" from the
robot's "perceptual” apparatus, and | am giving out "instructions" to its motor apparatus without
knowing either of these facts. | am the robot's homunculus, but unlike the traditional homunculus, | don't
know what's going on. | don't understand anything except the rules for symbol manipulation. Now in
this case | want to say that the robot has no intentional states at all; it is simply moving about as a result
of its electrical wiring and its program. And furthermore, by instantiating the program, | have no
intentional states of the relevant type. All | do is follow formal instructions about manipulating formal
symbols.

111 THE BRAIN-STIMULATOR REPLY (Berkeley and MIT): Suppose we design a
program that doesn't represent information that we have about the world, such as the
information in Schank's scripts, but simulates the actual sequence of neuron firings at the
synapses of the brain of a native Chinese speaker when he understands stories in Chinese and
gives answers to them. The machine takes in Chinese stories and questions about them as input,
it simulates the formal structure of actual Chinese brains in processing these stories, and it gives
out Chinese answers as outputs. We can even imagine that the machine operates not with a
single serial program but with a whole set of programs operating in parallel, in the manner that
actual human brains presumably operate when they process natural language. Now surely in
such a case we would have to say that the machine understood the stories; and if we refuse to
say that, wouldn't we also have to deny that native Chinese speakers understood the stories? At
the level of the synapses
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what would or could be different about the program of the computer and the program of the
Chinese brain?

Before addressing this reply, | want to digress to note that it is an odd reply for any partisan of artificial
intelligence (functionalism, and so on) to make. | thought the whole idea of strong artificial intelligence
Is that we don't need to know how the brain works to know how the mind works. The basic hypothesis,
or so | had supposed, was that there is a level of mental operations that consists in computational
processes over formal elements which constitute the essence of the mental, and can be realized in all
sorts of different brain processes in the same way that any computer program can be realized in different
computer hardware. On the assumptions of strong Al, the mind is to the brain as the program is to the
hardware, and thus we can understand the mind without doing neurophysiology. If we had to know how
the brain worked in order to do Al, we wouldn't bother with Al.

However, even getting this close to the operation of the brain is still not sufficient to produce
understanding. To see that this is so, imagine that instead of a monolingual man in a room shuffling
symbols we have the man operate an elaborate set of water pipes with valves connecting them. When the
man receives the Chinese symbols he looks up in the program, written in English, which valves he has to
turn on and off. Each water connection corresponds to a synapse in the Chinese brain, and the whole
system is rigged up so that after doing all the right firings—that is, after turning on all the right
faucets—the Chinese answers pop out at the output end of the series of pipes.

Now where is the understanding in this system? It takes Chinese as input, it simulates the formal
structure of the synapses of the Chinese brain, and it gives Chinese as output. But the man certainly
doesn't understand Chinese, and neither do the water pipes. And if we are tempted to adopt what I think
Is the absurd view that somehow the conjunction of man and water pipes understands, remember that in
principle the man can internalize the formal structure of the water pipes and do all the "neuron firings"
in his imagination. The problem with the brain simulator is that it is simulating the wrong things about
the brain. As long as it simulates only the formal structure of the sequence of neuron firings at the
synapses, it won't have simulated what matters about the brain: its ability to produce intentional states.
And that the formal properties are not sufficient for the causal properties is shown by the water pipe
example. We can have all the formal



Page 195
properties carved off from the relevant neurobiological causal properties.

IV THE COMBINATION REPLY (Berkeley and Stanford): While each of the previous three
replies might not be completely convincing by itself as a refutation of the Chinese room counter-
example, if you take all three together they are collectively much more convincing and even
decisive. Imagine a robot with a brain-shaped computer lodged in its cranial cavity; imagine the
computer programmed with all the synapses of a human brain; imagine that the whole behavior
of the robot is indistinguishable from human behavior; and now think of the whole thing as a
unified system and not just as a computer with inputs and outputs. Surely in such a case we
would have to ascribe intentionality to the system.

| entirely agree that in such a case we would find it rational and indeed irresistible to accept the
hypothesis that the robot had intentionality, as long as we knew nothing more about it. Indeed, besides
appearance and behavior, the other elements of the combination are really irrelevant. If we could build a
robot whose behavior was indistinguishable over a large range from human behavior, we would attribute
intentionality to it, pending some reason not to. We wouldn't need to know in advance that its computer
brain was a formal analogue of the human brain.

But I really don't see that this is any help to the claims of strong Al, and here is why. According to
strong Al, instantiating a formal program with the right input and output is a sufficient condition of,
indeed is constitutive of, intentionality. As Newell (1980) puts it, the essence of the mental is the
operation of a physical symbol system. But the attributions of intentionality that we make to the robot in
this example have nothing to do with formal programs. They are simply based on the assumption that if
the robot looks and behaves sufficiently like us, we would suppose, until proven otherwise, that it must
have mental states like ours, which cause and are expressed by its behavior, and it must have an inner
mechanism capable of producing such mental states. If we knew independently how to account for its
behavior without such assumptions, we would not attribute intentionality to it, especially if we knew it
had a formal program. And this is the point of my earlier response to the robot reply.

Suppose we knew that the robot's behavior was entirely accounted for by the fact that a man inside it
was receiving uninterpreted formal
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symbols from the robot's sensory receptors and sending out uninterpreted formal symbols to its motor
mechanisms, and the man was doing this symbol manipulation in accordance with a bunch of rules.
Furthermore, suppose the man knows none of these facts about the robot; all he knows is which
operations to perform on which meaningless symbols. In such a case we would regard the robot as an
ingenious mechanical dummy. The hypothesis that the dummy has a mind would now be unwarranted
and unnecessary, for there is now no longer any reason to ascribe intentionality to the robot or to the
system of which it is a part (except of course for the man's intentionality in manipulating the symbols).
The formal symbol manipulations go on, the input and output are correctly matched, but the only real
locus of intentionality is the man, and he doesn't know any of the relevant intentional states; he doesn't,
for example, see what comes into the robot's eyes, he doesn't intend to move the robot's arm, and he
doesn't understand any of the remarks made to or by the robot. Nor, for the reasons stated earlier, does
the system of which man and robot are a part.

To see the point, contrast this case with cases where we find it completely natural to ascribe
intentionality to members of certain other primate species, such as apes and monkeys, and to domestic
animals, such as dogs. The reasons we find it natural are, roughly, two: we can't make sense of the
animal's behavior without the ascription of intentionality, and we can see that the beasts are made of
stuff similar to our own—an eye, a nose, its skin, and so on. Given the coherence of the animal'’s
behavior and the assumption of the same causal stuff underlying it, we assume both that the animal must
have mental states underlying its behavior, and that the mental states must be produced by mechanisms
made out of the stuff that is like our stuff. We would certainly make similar assumptions about the robot
unless we had some reason not to; but as soon as we knew that the behavior was the result of a formal
program, and that the actual causal properties of the physical substance were irrelevant, we would
abandon the assumption of intentionality.

There are two other responses to my example which come up frequently (and so are worth discussing)
but really miss the point.

V THE OTHER-MINDS REPLY (Yale): How do you know that other people understand
Chinese or anything else? Only by their behavior. Now the computer can pass the behavior tests
as well as they can (in principle),
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so if you are going to attribute cognition to other people, you must in principle also attribute it to
computers.

The objection is worth only a short reply. The problem in this discussion is not about how | know that
other people have cognitive states, but rather what it is that | am attributing to them when | attribute
cognitive states to them. The thrust of the argument is that it couldn't be just computational processes
and their output because there can be computational processes and their output without the cognitive
state. It is no answer to this argument to feign anesthesia. In ""cognitive sciences" one presupposes the
reality and knowability of the mental in the same way that in physical sciences one has to presuppose the
reality and knowability of physical objects.

VI THE MANY-MANSIONS REPLY (Berkeley): Your whole argument presupposes that Al is
only about analogue and digital computers. But that just happens to be the present state of
technology. Whatever these causal processes are that you say are essential for intentionality
(assuming you are right), eventually we will be able to build devices that have these causal
processes, and that will be artificial intelligence. So your arguments are in no way directed at the
ability of artificial intelligence to produce and explain cognition.

I have no objection to this reply except to say that it in effect trivializes the project of strong artificial
intelligence by redefining it as whatever artificially produces and explains cognition. The interest of the
original claim made on behalf of artificial intelligence is that it was a precise, well defined thesis: mental
processes are computational processes over formally defined elements. | have been concerned to
challenge that thesis. If the claim is redefined so that it is no longer that thesis, my objections no longer
apply, because there is no longer a testable hypothesis for them to apply to.

LET US NOW RETURN to the questions | promised | would try to answer. Granted that in my
original example | understand the English and | do not understand the Chinese, and granted therefore
that the machine doesn't understand either English or Chinese, still there must be something about me
that makes it the case that I understand English, and a corresponding something lacking in me which
makes it the case that I fail to understand Chinese. Now why couldn't we give the former something,
whatever it is, to a machine?
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| see no reason in principle why we couldn't give a machine the capacity to understand English or
Chinese, since in an important sense our bodies with our brains are precisely such machines. But | do
see very strong arguments for saying that we could not give such a thing to a machine where the
operation of the machine is defined solely in terms of computational processes over formally defined
elements—that is, where the operation of the machine is defined as an instantiation of a computer
program. It is not because | am the instantiation of a computer program that I am able to understand
English and have other forms of intentionality. (I am, | suppose, the instantiation of any number of
computer programs.) Rather, as far as we know, it is because | am a certain sort of organism with a
certain biological (that is, chemical and physical) structure, and this structure under certain conditions is
causally capable of producing perception, action, understanding, learning, and other intentional
phenomena. And part of the point of the present argument is that only something that had those causal
powers could have that intentionality. Perhaps other physical and chemical processes could produce
exactly these effects; perhaps, for example, Martians also have intentionality, but their brains are made
of different stuff. That is an empirical question, rather like the question whether photosynthesis can be
done by something with a chemistry different from that of chlorophyll.

But the main point of the present argument is that no purely formal model will ever be by itself
sufficient for intentionality, because the formal properties are not by themselves constitutive of
intentionality, and they have by themselves no causal powers except the power, when instantiated, to
produce the next state of the formalism when the machine is running. And any other causal properties
which particular realizations of the formal model have are irrelevant to the formal model, because we
can always put the same formal model in a different realization where those causal properties are
obviously absent. Even if by some miracle Chinese speakers exactly realize Schank'’s program, we can
put the same program in English speakers, water pipes, or computers, none of which understand
Chinese, the program notwithstanding.

What matters about brain operation is not the formal shadow cast by the sequence of synapses but rather
the actual properties of the sequences. All arguments for the strong version of artificial intelligence that |
have seen insist on drawing an outline around the shadows cast by cognition and then claiming that the
shadows are the real thing.
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BY WAY OF CONCLUDING I want to state some of the general philosophical points implicit in the
argument. For clarity I will try to do it in a question-and-answer fashion, and | begin with that old
chestnut:

* Could a machine think?
The answer is, obviously: Yes. We are precisely such machines.
* Yes, but could an artifact, a man-made machine, think?

Assuming it is possible to produce artificially a machine with a nervous system, neurons with axons and
dendrites, and all the rest of it, sufficiently like ours, again the answer to the question seems to be
obviously: Yes. If you can exactly duplicate the causes, you can duplicate the effects. And indeed it
might be possible to produce consciousness, intentionality, and all the rest of it, using chemical
principles different from those human beings use. It is, as | said, an empirical question.

* OK, but could a digital computer think?

If by "digital computer” we mean anything at all which has a level of description where it can correctly
be described as the instantiation of a computer program, then, since we are the instantiations of any
number of computer programs and we can think, again the answer is, of course: Yes.

* But could something think, understand, and so on, solely by virtue of being a computer with the
right sort of program? Could instantiating a program, the right program of course, by itself be a
sufficient condition for understanding?

This | think is the right question to ask, though it is usually confused with one or more of the earlier
questions, and the answer to it is: No.

* Why not?

Because the formal symbol manipulations by themselves don't have any intentionality. They are
meaningless—they aren't even symbol manipulations, since the "symbols" don't symbolize anything. In
the linguistic jargon, they have only a syntax but no semantics. Such intentionality as computers appear
to have is solely in the minds of those who program them and those who use them, those who send in the
input and who interpret the output.

The aim of the Chinese room example was to try to show this by showing that, as soon as we put
something into the system which really does have intentionality, a man, and we program the man with
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the formal program, you can see that the formal program carries no additional intentionality. It adds
nothing, for example, to a man's ability to understand Chinese.

Precisely that feature of Al which seemed so appealing—the distinction between the program and the
realization—proves fatal to the claim that simulation could be duplication. The distinction between the
program and its realization in the hardware seems to be parallel to the distinction between the level of
mental operations and the level of brain operations. And if we could describe the level of mental
operations as a formal program, it seems we could describe what was essential about the mind without
doing either introspective psychology or neurophysiology of the brain. But the equation "Mind is to
brain as program is to hardware" breaks down at several points, among them the following three.

First, the distinction between program and realization has the consequence that the same program could
have all sorts of crazy realizations which have no form of intentionality. Weizenbaum (1976), for
example, shows in detail how to construct a computer using a roll of toilet paper and a pile of small
stones. Similarly, the Chinese storyunderstanding program can be programmed into a sequence of water
pipes, a set of wind machines, or a monolingual English speaker—none of which thereby acquires an
understanding of Chinese. Stones, toilet paper, wind, and water pipes are the wrong kind of stuff to have
intentionality in the first place (only something that has the same causal powers as brains can have
intentionality), and, though the English speaker has the right kind of stuff for intentionality, you can
easily see that he doesn't get any extra intentionality by memorizing the program, since memorizing it
won't teach him Chinese.

Second, the program is purely formal, but the intentional states are not in that way formal. They are
defined in terms of their content, not their form. The belief that it is raining, for example, if defined not
as a certain formal shape, but as a certain mental content, with conditions of satisfaction, a direction of
fit, and so on (see Searle 1979). Indeed, the belief as such hasn't even got a formal shape in this
syntactical sense, since one and the same belief can be given an indefinite number of different
syntactical expressions in different linguistic systems.

Third, as | mentioned before, mental states and events are a product of the operation of the brain, but the
program is not in that way a product of the computer.
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» Well if programs are in no way constitutive of mental processes, then why have so many people
believed the converse? That at least needs some explanation.

| don't know the answer to that. The idea that computer simulations could be the real thing ought to have
seemed suspicious in the first place, because the computer isn't confined to simulating mental
operations, by any means. No one supposes that computer simulations of a five-alarm fire will burn the
neighborhood down, or that a computer simulation of a rainstorm will leave us all drenched. Why on
earth would anyone suppose that a computer simulation of understanding actually understood anything?
It is sometimes said that it would be frightfully hard to get computers to feel pain or fall in love, but love
and pain are neither harder nor easier than cognition or anything else. For simulation, all you need is the
right input and output and a program in the middle that transforms the former into the latter. That is all
the computer has for anything it does. To confuse simulation with duplication is the same mistake,
whether it is pain, love, cognition, fires, or rainstorms.

Still, there are several reasons why Al must have seemed, and to many people perhaps still does seem in
some way to reproduce and thereby explain mental phenomena. And I believe we will not succeed in
removing these illusions until we have fully exposed the reasons that give rise to them.

First, and perhaps most important, is a confusion about the notion of “information processing”. Many
people in cognitive science believe that the human brain with its mind does something called
"information processing”, and, analogously, the computer with its program does information processing;
but fires and rainstorms, on the other hand, don't do information processing at all. Thus, though the
computer can simulate the formal features of any process whatever, it stands in a special relation to the
mind and brain because, when the computer is properly programmed, ideally with the same program as
the brain, the information processing is identical in the two cases, and this information processing is
really the essence of the mental.

But the trouble with this argument is that it rests on an ambiguity in the notion of "information". In the
sense in which people "process information” when they reflect, say, on problems in arithmetic or when
they read and answer questions about stories, the programmed computer does not do "information
processing". Rather, what it does is manipulate formal symbols. The fact that the programmer and the
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interpreter of the computer output use the symbols to stand for objects in the world is totally beyond the
scope of the computer. The computer, to repeat, has a syntax but no semantics. Thus if you type into the
computer "2 plus 2 equals?" it will type out "4". But it has no idea that '4' means 4, or that it means
anything at all. And the point is not that it lacks some second-order information about the interpretation
of its first-order symbols, but rather that its first-order symbols don't have any interpretations as far as
the computer is concerned. All the computer has is more symbols.

The introduction of the notion of "information processing" therefore produces a dilemma. Either we
construe the notion of "information processing" in such a way that it implies intentionality as part of the
process, or we don't. If the former, then the programmed computer does not do information processing,
it only manipulates formal symbols. If the latter, then, although the computer does information
processing, it is only in the sense in which adding machines, typewriters, stomachs, thermostats,
rainstorms, and hurricanes do information processing—namely, in the sense that there is a level of
description at which we can describe them as taking information in at one end, transforming it, and
producing information as output. But in this case it is up to outside observers to interpret the input and
output as information in the ordinary sense. And no similarity is established between the computer and
the brain in terms of any similarity of information processing in either of the two cases.

Secondly, in much of Al there is a residual behaviorism or operationalism. Since appropriately
programmed computers can have input/ output patterns similar to human beings, we are tempted to
postulate mental states in the computer similar to human mental states. But once we see that it is both
conceptually and empirically possible for a system to have human capacities in some realm without
having any intentionality at all, we should be able to overcome this impulse. My desk adding machine
has calculating capacities but no intentionality; and in this paper | have tried to show that a system could
have input and output capabilities which duplicated those of a native Chinese speaker and still not
understand Chinese, regardless of how it was programmed. The Turing test is typical of the tradition in
being unashamedly behavioristic and operationalistic, and | believe that if Al workers totally repudiated
behaviorism and operationalism, much of the confusion between simulation and duplication would be
eliminated.
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Third, this residual operationalism is joined to a residual form of dualism; indeed, strong Al only makes
sense given the dualistic assumption that where the mind is concerned the brain doesn't matter. In strong
Al (and in functionalism, as well) what matters are programs, and programs are independent of their
realization in machines; indeed, as far as Al is concerned, the same program could be realized by an
electronic machine, a Cartesian mental substance, or an Hegelian world spirit. The single most
surprising discovery that | have made in discussing these issues is that many Al workers are shocked by
my idea that actual human mental phenomena might be dependent on actual physical-chemical
properties of actual human brains. But | should not have been surprised; for unless you accept some
form of dualism, the strong-Al project hasn't got a chance.

The project is to reproduce and explain the mental by designing programs; but unless the mind is not
only conceptually but empirically independent of the brain, you cannot carry out the project, for the
program is completely independent of any realization. Unless you believe that the mind is separable
from the brain both conceptually and empirically-—dualism in a strong form—you cannot hope to
reproduce the mental by writing and running programs, since programs must be independent of brains or
any other particular forms of instantiation. If mental operations consist of computational operations on
formal symbols, it follows that they have no interesting connection with the brain, and the only
connection would be that the brain just happens to be one of the indefinitely many types of machines
capable of instantiating the program. This form of dualism is not the traditional Cartesian variety that
claims there are two sorts of substances, but it is Cartesian in the sense that it insists that what is
specifically mental about the mind has no intrinsic connection with the actual properties of the brain.
This underlying dualism is masked from us by the fact that Al literature contains frequent fulminations
against "dualism". What the authors seem to be unaware of is that their position presupposes a strong
version of dualism.

» Could a machine think?

My own view is that only a machine could think, and indeed only very special kinds of machines,
namely brains and machines that had the same causalpowers as brains. And that is the main reason why
strong Al has had little to tell us about thinking: it has nothing to tell us about machines. By its own
definition it is about programs, and programs are
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not machines. Whatever else intentionality is, it is a biological phenomenon, and it is likely to be as
causally dependent on the specific biochemistry of its origins as are lactation, photosynthesis, or any
biological phenomena. No one would suppose that we could produce milk and sugar by running a
computer simulation of the formal sequences in lactation and photosynthesis; but where the mind is
concerned, many people are willing to believe in such a miracle, because of a deep and abiding dualism:
the mind, they suppose, is a matter of formal processes and is independent of specific material causes in
a way that milk and sugar are not.

In defense of this dualism, the hope is often expressed that the brain is a digital computer. (Early
computers, by the way, were often called "electronic brains".) But that is no help. Of course the brain is
a digital computer. Since everything is a digital computer, brains are too. The point is that the brain's
causal capacity to produce intentionality cannot consist in its instantiating a computer program, since for
any program you like it is possible for something to instantiate that program and still not have any
mental states. Whatever it is that the brain does to produce intentionality, it cannot consist in
Instantiating a program, since no program by itself is sufficient for intentionality.

Notes
1. I am not saying, of course, that Schank himself is committed to these claims.

2. Also, "understanding” implies both the possession of mental (intentional) states and the truth
(validity, success) of these states. For the purposes of this discussion, we are concerned only with the
possession of the states.

3. Intentionality is by definition that feature of certain mental states by which they are directed at or are
about objects and states of affairs in the world. Thus, beliefs, desires, and intentions are intentional
states; undirected forms of anxiety and depression are not. (For further discussion, see Searle 1979).
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8
The Architecture of Mind:
A Connectionist Approach

David E. Rumelhart
1989

Cognitive science has a long-standing and important relationship to the computer. The computer has provided a tool
whereby we have been able to express our theories of mental activity; it has been a valuable source of metaphors
through which we have come to understand and appreciate how mental activities might arise out of the operations of
simple-component processing elements.

I recall vividly a class | taught some fifteen years ago in which | outlined the then-current view of the cognitive
system. A particularly skeptical student challenged my account, with its reliance on concepts drawn from computer
science and artificial intelligence, with the question of whether | thought my theories would be different if it had
happened that our computers were parallel instead of serial. My response, as | recall, was to concede that our theories
might very well be different, but to argue that that wasn't a bad thing. | pointed out that the inspiration for our
theories and our understanding of abstract phenomena always is based on our experience with the technology of the
time. | pointed out that Aristotle had a wax tablet theory of memory, that Leibniz saw the universe as clockworks,
that Freud used a hydraulic model of libido flowing through the system, and that the telephone-switchboard model of
intelligence had played an important role as well. The theories posited by those of previous generations had, |
suggested, been useful in spite of the fact that they were based on the metaphors of their time. Therefore, | argued, it
was natural that in our generation—the generation of the serial computer—we should draw our insights from
analogies with the most advanced technological developments of our time. | don't now remember whether my
response satisfied the student, but | have no doubt that we in cognitive science have gained much of value through
our use of concepts drawn from our experience with the computer.
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In addition to its value as a source of metaphors, the computer differs from earlier technologies in another remarkable
way. The computer can be made to simulate systems whose operations are very different from the computers on
which these simulations run. In this way we can use the computer to simulate systems with which we wish to have
experience and thereby provide a source of experience that can be drawn upon in giving us new metaphors and new
insights into how mental operations might be accomplished. It is this use of the computer that the connectionists have
employed. The architecture that we are exploring is not one based on the von Neumann architecture of our current
generation of computers but rather an architecture based on considerations of how brains themselves might function.
Our strategy has thus become one of offering a general and abstract model of the computational architecture of
brains, to develop algorithms and procedures well suited to this architecture, to simulate these procedures and
architecture on a computer, and to explore them as hypotheses about the nature of the human information-processing
system. We say that such models are neurally inspired, and we call computation on such a system brain-style
computation. Our goal in short is to replace the computer metaphor with the brain metaphor.



1 Why brain-style computation?

Why should a brain-style computer be an especially interesting source of inspiration? Implicit in the adoption of the
computer metaphor is an assumption about the appropriate level of explanation in cognitive science. The basic
assumption is that we should seek explanation at the program or functionallevel rather than the implementation level.
Thus, it is often pointed out that we can learn very little about what kind of program a particular computer may be
running by looking at the electronics. In fact we don't care much about the details of the computer at all; all we care
about is the particular program it is running. If we know the program, we know how the system will behave in any
situation. It doesn't matter whether we use vacuum tubes or transistors, whether we use an IBM or an Apple, the
essential characteristics are the same. This is a very misleading analogy. It is true for computers because they are all
essentially the same. Whether we make them out of vacuum tubes or transistors, and whether we use an IBM or an
Apple computer, we are using computers of the same general design. But, when we look at an essentially different
architecture, we see that the architecture makes
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a good